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A B S T R A C T   

The classification image (CI) technique has been used to derive templates for judgements of facial emotion and 
reveal which facial features inform specific emotional judgements. For example, this method has been used to 
show that detecting an up- or down-turned mouth is a primary strategy for discriminating happy versus sad 
expressions. We explored the detection of surprise using CIs, expecting widened eyes, raised eyebrows, and open 
mouths to be dominant features. We briefly presented a photograph of a female face with a neutral expression 
embedded in random visual noise, which modulated the appearance of the face on a trial-by-trial basis. In 
separate sessions, we showed this face with or without eyebrows to test the importance of the raised eyebrow 
element of surprise. Noise samples were aggregated into CIs based on participant responses. Results show that 
the eye-region was most informative for detecting surprise. Unless attention was specifically directed to the 
mouth, we found no effects in the mouth region. The eye effect was stronger when the eyebrows were absent, but 
the eyebrow region was not itself informative and people did not infer eyebrows when they were missing. A 
follow-up study was conducted in which participants rated the emotional valence of the neutral images combined 
with their associated CIs. This verified that CIs for ‘surprise’ convey surprised expressions, while also showing 
that CIs for ‘not surprise’ convey disgust. We conclude that the eye-region is important for the detection of 
surprise.   

1. Introduction 

Studies of face perception often seek to understand how information 
about internal mental states is conveyed through facial expressions. This 
impressive perceptual ability operates with accuracy despite the large 
diversity found in human faces and the subtlety of emotional expres
sions. In this study, we explored the detection of surprise as a facial 
expression using a classification images (CIs) technique called reverse 
correlation. 

Surprise is unusual among the six basic emotions. While the 
expression of most emotions can be prolonged, surprise is necessarily a 
fleeting emotion typically expressed only until the source of the surprise 
is identified and the appropriate emotion takes over (Ekman, 2003). 
Further, whereas most emotions are clearly positive or negative, surprise 
can be both Ekman (2003). Similarly, while many emotions have a clear 
opposite (for example, happy and sad), the opposite of surprise is less 
well defined. Given that surprises can be both positive and negative, the 
opposite of surprise might be neutral; indeed, the antonyms of surprise 

(unimpressed, disinterested, indifferent, etc.) suggest neutrality. 
Woodworth and Schlosberg (1954) characterise surprise as pleasant and 
attention orienting and place it opposite disgust which is seen as un
pleasant and rejecting. However, Lövheim’s (2012) physiological model 
suggests that surprise is associated with high serotonin, low dopamine 
and high noradrenaline and might thus be regarded as the opposite of 
fear (low serotonin, high dopamine, low noradrenaline). In contrast, 
Ekman (2003) notes that the facial emotions fear and surprise are hard 
to distinguish. In terms of facial features, the startle response (eyes 
closed, brows lowered, lips closed and stretched) is the opposite of the 
surprised expression (eyes wide open, brows raised, mouth open and 
circular) despite similarities in the causes of these too reactions (Ekman, 
Friesen, & Simons, 1985). In the light of the above, we wanted to explore 
the facial features that convey surprise as a fleeting emotion and also 
explore the opposite emotion of surprise. 

The CI method is a useful tool for studying facial emotion as it can be 
used with short presentation times to reveal critical features for the 
detection of an emotion and simultaneously reveal the template for the 
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opposite or anti-emotion. In this method, a typically neutral base stim
ulus is embedded in visual noise with a new noise sample presented on 
every trial. Participants are asked to classify each stimulus into one of 
many categories and the noise samples associated with each response 
are accumulated. Features in the noise that lead to consistent classifi
cations will be reinforced revealing the internal template for each 
response class. CIs have thus been used to uncover the diagnostic fea
tures that underlie the detection or categorisation of emotional expres
sions (Gosselin & Schyns, 2003; Jack, Caldara & Schyns, 2012; 
Kontsevich & Tyler, 2004), gender (Mangini & Biederman, 2004), spe
cies (Martin-Malivel et al., 2006), trustworthiness, and dominance 
(Brinkman, Todorov & Dotsch, 2017; Dotsch & Todorov, 2012). 

Kontsevich and Tyler (2004) showed that adding noise to an image of 
the Mona Lisa painting (da Vinci, c. 1503–1506) can bias her face to 
appear as if it is expressing an emotion, such as happiness or sadness. 
The Mona Lisa has a close to neutral expression, but is famous for ‘almost 
smiling’, with a facial expression that sits somewhere at the category 
boundaries of happy/neutral. Kontsevich and Tyler (2004) recorded 
responses as ‘sad’ and ‘happy’ (a binary discrimination task) with an 
additional confidence level applied to each response. They then con
structed CIs from the responses where participants were confident. 
When all the noise samples that drove confident responses for ‘sad’ and 
‘happy’ were added back onto the Mona Lisa, the templates altered her 
facial expression to contain a down- or up-turned mouth, respectively. 

Jack et al. (2012) tasked observers with an emotion categorisation 
task involving the emotions happy, surprise, fear, disgust, anger and sad 
(a sixfold discrimination task), in race-, gender- and emotion-neutral 
faces with added noise. Their study further incorporated an examina
tion of cultural differences between Western Caucasian and East Asian 
participants, finding CIs which contained culturally differing templates 
for the above emotions. To discriminate surprise, Western Caucasian 
participants used the eyebrow, mouth, and eye regions whereas East 
Asian participants used only the eyes. Smith et al. (2005) used a related 
classification images technique (‘Bubbles’; Gosselin & Schyns, 2001) on 
expressive, non-neutral, face stimuli expressing the above-mentioned 
emotions plus a neutral expression. They found that different spatial 
frequency information and different parts of faces carry diagnostic in
formation regarding different emotional expressions. Critically, surprise 
was primarily classified via the opened mouth, but high-spatial fre
quency information in the eyes and eyebrows was also involved. Simi
larly, Blais et al. (2012) used the bubbles technique to show that the 
mouth region is more informative than the eye region for emotion cat
egorisation and Blais et al. (2017) showed that the eye regions are 
informative for surprise in dynamic but not static stimuli. Finally, Blais 
et al. (2017) also measured fixation durations while observers cat
egorised emotions in static and dynamic faces finding that they dwelt 
longest on the nose region for both kinds of stimuli but dwelt longer on 
the eyes and mouth for static vs dynamic stimuli. 

The discrimination of surprise is known to rely on the mouth, eyes, 
and eyebrows, (Beaudry et al., 2014; Blais et al., 2012, 2017; Calder 
et al., 2000; Jack et al., 2012; Smith et al., 2005). The eyebrows and 
mouth are particularly critical for distinguishing fear from surprise 
(Roy-Charland et al., 2015), with the eye regions presenting very similar 
information for these two emotions. It is not clear however if informa
tion from the mouth and eyebrows is necessary to merely detect sur
prise. Observers might detect surprise (or a combination of surprise and 
fear) from the eyes alone. Nonetheless (Jack et al.’s, 2012 result for East 
Asian participants notwithstanding) the eyebrows and mouth would 
seem to be important for judgments of surprise. We thus expected to find 
features in our CIs clustering around the eye, eyebrow, and mouth re
gions. Further, we reasoned that the eyebrows might be so important to 
the detection of surprise that participants would interpolate their pres
ence in an arched configuration even when the eyebrows were absent 
from the image. This aspect of our study was inspired by Gosselin and 
Schyns (2003) who explored the detection of an illusory smiling mouth, 
where no mouth target was presented in a face image. Gosselin and 

Schyns found that when their observers were asked to detect a smiling 
mouth, they inferred a mouth-shaped template which correlated more 
strongly with the shape of a happy mouth than a neutral or angry mouth. 
However, we did not delete the mouth in any of our conditions. 

The above studies used discrimination tasks where the emotion of 
interest is pitted against the opposite emotion (Kontsevich and Tyler, 
2004) or a set of alterative emotions (Jack et al., 2012). As we are 
interested in surprise and its opposite emotion, which is less well 
defined, a detection experiment whereby the participant is asked to say 
how reminiscent of surprise the stimulus is rather than discriminate it 
from other emotion(s) is more appropriate. Dotsch & Todorov (2012) 
used a detection-like task to explore trustworthiness and dominance. 
Here participants were asked to say (for example) which of two iden
tical, neutral face stimuli embedded in different noise samples was most 
trustworthy, with one noise sample being the negative of the other. The 
positive and negative noise samples were then aggregated to form pos
itive and negative CIs. While this is a strictly discrimination experiment, 
the opposite trait was not made explicit – participants were not asked if 
stimuli were trustworthy versus untrustworthy. Indeed, participants 
were separately asked to judge trustworthiness and untrustworthiness 
(likewise submissiveness and dominance). As it happened the negative 
CI for each trait in a pair closely resembled the positive-CI for the 
opposite trait. However, to our knowledge, no one has ever studied 
templates for the opposite of surprise in an experiment where no alter
native emotion was specified. We thus adopted a detection paradigm in 
our study so as to better expose the template for anti-surprise. 

The current study thus seeks to extend our knowledge of the 
perception of surprise through CIs, using an emotion detection task on 
neutral faces presented for a limited duration of 500 ms. Limiting pre
sentation time provided ecological validity as surprise expressions are 
fleeting, with brief time-courses (Ekman, 2003). CI templates from 
‘surprise’ responses were kept separate from ‘not surprise’ response 
templates. This brings the benefit of allowing exploration of what 
expression is conveyed by the ‘not surprise’ templates, with the explicit 
aim of investigating ‘anti-surprise’ expressiveness. Furthermore, posi
tive- and negative-response templates may not necessarily be negatives 
of one another (Eckstein, Shimozaki & Abbey, 2002; Eckstein, Pham & 
Shimozaki, 2004; Kontsevich & Tyler, 2004; Murray, 2011; Tjan & 
Nandy, 2006), suggesting that they should not necessarily be combined 
as is typical in many CI studies (e.g., Ahumada, 1996; Beard & Ahu
mada, 1998; Gold et al., 2000; Gold, Sekuler & Bennett, 2004; Murray, 
Bennett & Sekuler, 2005). 

In our first experiment, we used the CI method to examine how 
templates may emerge from classifying surprise in neutral faces modu
lated by noise. We hypothesized, based on previous findings, that the 
eyes, eyebrows, and mouth may be critical diagnostic features for the 
classification of surprise (Beaudry et al., 2014; Calder et al., 2000; Jack 
et al., 2012; Smith et al., 2005). We further hypothesised that partici
pants would interpolate raised eyebrows into images where none were 
present. To this end we used three base images. The primary stimulus 
was a face with a neutral expression sourced from the Karolinska 
Directed Emotional Faces (KDEF) database (Lundqvist, Flykt & Öhman, 
1998). This face was used in a second condition in which the eyebrows 
were edited out. We also included the Mona Lisa as the third face 
stimulus, exploring whether this ambiguous face without distinct eye
brows would produce similar results to the KDEF face without eyebrows. 
Our results suggest that the eye-region is more informative than the 
eyebrows for the detection of surprise in briefly presented stimuli. This is 
accentuated when the eyebrows are missing, but the eyebrows them
selves are not reliably interpolated when absent. 

Our second experiment provided confirmation of the results from the 
first experiment and extends those results to a larger and more diverse 
sample of participants. Here we added the resulting ‘surprise’ CIs from 
the first experiment back onto the original faces to examine the degree to 
which they convey the intended emotion and generalise beyond the 
original participant group. We also examined the emotion conveyed by 
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the CI for ‘not surprised’ responses from experiment 1, that is, the 
template for anti-surprise. The results of our second experiment suggest 
that our ‘surprise CIs’ indeed promote the perception of surprise and that 
the opposite of surprise is disgust. 

2. Experiment 1 

2.1. Method 

2.1.1. Stimuli 
A static, 128 × 128 pixel, white noise image subtending 4 × 4 de

grees of visual angle was generated on each trial. Three grey-scaled faces 
(Fig. 1, upper row) were embedded in the noise images such that the 
noise accounted for 65%, and the faces 35% of the available luminance 
contrast. This contrast ratio was set during pilot evaluation by the au
thors, as it allowed for a balance between high visibility of the faces, 
while allowing the noise to alter the appearance of the faces. See Fig. 1 
(lower row) for example stimulus images. Face images were scaled such 
that the face area (top of chin to forehead) was matched across the 
images. This area was smaller than the noise samples, subtending 2.233 
degrees of visual angle in height. This size is relatively small for a face 
perception study (Yang, Shafai & Oruc, 2014) but faces were thus pre
sented in parafoveal regions, reducing the need for saccades given our 
limited presentation time. For example, while Blais et al (2017) recorded 
on average around 2 fixations for face stimuli presented for 500 ms and 2 
fixations are considered sufficient for face recognition (Hsiao & Cottrell, 
2008), participants predominantly dwelt on the nose area. Our use of 
smaller stimuli allowed participants to capture more of the image in a 
single fixation at the cost of increasing the spatial frequency of all image 
features. The faces were converted to greyscale and standardized to have 
the same mean and root-mean-square contrast. The primary face 
(Fig. 1a, referred to here as ‘Neutral Face’) was ‘Female 11′ from the 
KDEF database and had a neutral expression. This face was used in the 

second condition with the eyebrows edited out (Fig. 1b, ‘Neutral Face 
Without Eyebrows’). The third image (Fig. 1c) was a digital image of the 
Mona Lisa. 

2.1.2. Participants and ethical considerations 
Seven participants (age range: 20–52, mean 30.4, SD: 10.1; three 

females, four males), including the four authors, were recruited. Six 
participants had lived in Europe throughout their lives: four of these 
were ethnically White Caucasian, one South Asian, and one Afro- 
Caribbean. One participant was born and raised in East Asia but had 
for lived many years in Western countries. Six of the participants had 
prior experience of participating in behavioural studies. Compensation 
of £8.33 per hour was awarded to the non-author participants. It took 
each participant 3 to 3.5 h to complete the experiment. Participant 
recruitment was based on, and limited by, participants’ availability and 
ability to run the experiment from their own computer (see Procedure 
and equipment below). 

Informed consent was obtained, and participants were assured that 
their data would be confidential and anonymised. The project was 
reviewed by Aston University’s College of Health and Life Sciences 
Ethical Review Committee (approval number 856, v3 amended 2020). 

2.1.3. Procedure and equipment 
Participants conducted the experiment in their own homes but with 

detailed instructions. The experiment was constructed using PsychoPy 
(Peirce et al., 2019) and all participants had access to a standalone 
version of this software and ran the experiment on their local computer. 
We used the full Python implementation of PsychoPy not the online/ 
JavaScript version. Participants noted their demographic information 
and details about their computer, including gender, age, handedness, 
computer make, operating system, monitor make, and details about 
their optical prescription (if applicable). All had normal or corrected to 
normal vision. Participants measured the height of the active screen 

Fig. 1. The three face stimuli used in this experiment, a) Neutral Face, b) Neutral Face Without Eyebrows, c) Mona Lisa. Example stimulus images from the three face 
conditions, d) Neutral Face, e) Neutral Face Without Eyebrows, f) Mona Lisa. In the experiment, the neutral faces were scaled to match the same vertical extent as the 
Mona Lisa face. 
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region of their monitors and based on this were told the viewing distance 
that they should maintain throughout the experiment. Images were 
scaled to the intended size by PsychoPy using linear interpolation where 
the number of pixels in the image no longer matched the number of 
screen pixels required to render the image at the correct size. As our 
participants used high resolution monitors this process resulted in an 
upscaling that will have retained the information in the noise samples. 
However, this process does introduce some additional variation into the 
resulting CIs that is not accounted for. 

Participants were instructed to interleave the sessions according to a 
predetermined, counterbalanced, block design structure. Participants 
were encouraged to balance the sessions between morning and after
noon, across several days. Participants were free to listen to music. Prior 
to starting, the participants completed a practice run of 100 trials using a 
different neutral face (also sourced from the KDEF). Participants carried 
out 2,004 trials for each of the three face conditions across a total of 18 
sessions. On each trial, participants were asked to answer the question: 
‘Did the face express surprise?’. Four responses were afforded: ‘Un
likely’, ‘Less unlikely’, ‘Less likely’, and ‘Likely’. These responses were 
given using keyboard buttons ‘1′, ‘2′, ‘3′, and ‘4′, respectively. Each trial 

started with a 500 ms delay period, followed by a 500 ms presentation of 
the face image and noise mask. Participants then had unlimited time to 
respond. The next trial started once each response was made. 

While measures of interindividual variability are considered desir
able (Cone, Brown-Iannuzzi & Dotsch, 2021) the ability of an aggregate 
CI, as used in our study, to reveal features depends largely on the 
number of noise samples that are accumulated, averaging across par
ticipants, rather than the number of participants. Kontsevich and Tyler 
(2004) found significant CI features involving small numbers of pixels by 
presenting 12 observers with 100–120 trials each: a maximum of 1440 
noise samples across the entire study. Jack et al. (2012) accumulated 
around 25,700 samples per CI. Our use of 2004 noise samples per 
participant in each condition resulted in 14,028 noise samples per full- 
CI. Thus, we should be able to reliably extract features at a similar level 
of granularity as Kontsevich and Tyler (2004) and Jack et al. (2012). 

2.2. Results 

2.2.1. Classification images 
The white noise sample used in each trial was categorized based on 

Fig. 2. Positive-CIs, Negative-CIs, and Full-CIs from the three conditions. Left column: Neutral Face. Middle column: Neutral Face Without Eyebrows. Right column: 
Mona Lisa. Eye-shaped templates emerge in some CIs, where the eyes were located in the underlying faces. 
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the response made. CIs for positive responses (Positive-CIs) were con
structed by summing all noise samples that were associated with posi
tive responses, Negative-CIs were produced by summing noise samples 
associated with negative responses. We observed that some participants 
were very hesitant to give confident responses (‘Likely’ or ‘Unlikely’), 
meaning that their CI containing only confident responses were weak. 
We therefore collapsed together the positive responses ‘Less likely’ and 
‘Likely’ into a single category for all participants, the same was done for 
the negative responses ‘Less unlikely’ and ‘Unlikely’. Participant seven 
made no ’likely’ responses to the Mona Lisa image, so they were 
excluded from this condition. Full-CIs were derived by subtracting the 
Negative-CIs from the Positive-CIs. Finally, Positive-, Negative-, and 
Full-CIs were aggregated across participants and are shown in Fig. 2. 
Aggregated CIs added to their respective original faces are shown in 
Fig. 3. We observe differences between Positive-CI ‘surprise’ and 
Negative-CI ‘not surprise’ in how they alter the appearance of the 
original faces. The alterations are localized primarily in the eye region. 
An observed effect is an increase in contrast between the sclera and iris 
in the Positive-CIs, and a masking effect of the sclera in the Negative-CIs. 

2.2.2. Statistical analysis 
The CIs shown in Fig. 2 contained visibly evident structure around 

the eye regions. To see if this structure represented a significant devia
tion from random noise, and following Kontsevich and Tyler (2004), we 
first tested all possible image patches by running a 30 × 30 pixel sam
pling window across the whole CI with a step size of 2 pixels. Each image 
patch was tested against a normal distribution and against the distri
bution for a background region of the CI outside the face area using the 
generalised Kolmogorov-Smirnov test. Neither method was able to 
detect significant deviations from the test distribution when correcting 
for multiple comparisons. Similarly, tests of standard deviation, kurto
sis, and skew comparing the same image patches to a background patch 
were not significant. From this we conclude that the clearly visible 
structure in the CIs is not revealed in pixel-wise image statistics. 

Reasoning that the structure in the CIs is visible to the human visual 
system we decided to decompose them into orientation and spatial fre
quency bands similar to the channels that are known to exist in human 
vision (Blakemore & Campbell, 1969; Campbell & Robson, 1968; Sachs, 
Nachmias, & Robson, 1971). To this end we passed the CIs though a 
filter bank (see Fig. 4) comprising quadrature pair Gabor filters at five 

Fig. 3. Positive-CIs, Negative-CIs, and Full-CIs added back to their respective faces. Left column: Neutral Face. Middle column: Neutral Face Without Eyebrows. Right 
column: Mona Lisa. 
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spatial frequencies (f = 4,8,16,32 and 64 c/image) and 24 orientations 
(0––360◦ in 15◦ steps - note sine phase filters are not orientation sym
metric). The frequency and orientation bandwidths of the filters were 1 
octave and 15◦ respectively which approximate channel bandwidths in 
human vision (Blakemore & Campbell, 1969; Thomas & Gille, 1979). 
This post-hoc decomposition of the CIs into orientation and frequency 
bands has some resonance with Mangini and Biederman’s (2004) a priori 

composition of noise images from oriented components at different 
scales. Outputs for the two filters in each quadrature pair were squared, 
summed and square-rooted to derive energy maps. We applied 5 addi
tional isotropic filters at the five spatial frequencies above rectifying 
their outputs to derive energy maps. 

In order to test the statistical significance of deviations in our energy 
maps, we adopted a highly conservative two-stage significance testing 

Fig. 4. Schematic of the two-stage analysis method used to test significant deviations in our CIs. (a) Filter bank and Stage 1 significance test. Gabor filters: g(σ,f,θ,φ) 
= exp(-(x’2/2σx

2 + y’2/2σy
2)).cos(2πfx’ - φ), where x’=x.cos(θ) + y.sin(θ) and y’=-x.sin(θ) + y.cos(θ). Isotropic filters (i) where formed as the Fourier domain sum of 

all the cosine phase (φ = 0) Gabor filters for a given spatial frequency (f). The outputs of each quadrature phase Gabor filter pair are squared, summed and square 
rooted to derive energy maps with the outputs of the isotropic filters similarly rectified. The Stage 1 significance test then compared each pixel (exy) in each energy 
map to the mean thresholding at T = 5.4555 standard deviations above the mean. These were then summed to form significance maps (see Fig. 6). (b) Overall 
analysis and Stage 2 significance test. Significance maps were thresholded and the number of non-zero pixels counted within regions of interest and compared to the 
number produced from applying the overall analysis to random noise samples. 
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procedure. We first tested individual pixels in the filtered energy maps 
for significant deviations from the background level and then tested the 
number of such pixels in regions of interest against that which would be 
expected for random noise samples. 

Stage 1: We looked for pixels in each energy map that were more 
than 5.4555 standard deviations from the map’s own mean value to 
form thresholded energy maps. This z-score threshold corresponds to an 
alpha of 0.05 Bonferroni corrected for the number of pixels in each 
filtered image and the number of filters applied – a very conservative 
measure. These were then summed across the filters (combined 
thresholded energy maps). This process was repeated for the Positive-, 
Negative- and Full-CIs for each face image and participant, and for the 
CIs aggregated across participants. 

Stage 2: For the aggregated CIs only, we next counted the number of 
non-zero pixels in each combined threshold energy map and the total of 
such pixels in 16 × 64 pixel strips encompassing the eyebrow, eye and 
mouth regions respectively as shown in the bottom row of Fig. 5. We 
repeated this process for the aggregated, Positive-, Negative-, and Full- 
CIs (see Table 1). To assess the significance of our results we also esti
mated the distribution of above threshold pixels in random noise sam
ples. For each face image and participant, we created 4 random noise 
images to represent the four response-typed CIs (e.g. the CI for ‘likely 
surprised’ responses etc). These were then combined into Positive-CIs, 
Negative-CIs, and Full-CIs as for our main analysis, pooled across the 
participants and analysed with the filter bank method outlined above. 
Counts of significant pixels were taken as in Stage 2 above. This process 
was repeated 100 times resulting in 300 estimates of significant pixels, 
100 per face image. We then estimated the mean number of significant 

pixels and its associated standard deviation for all 300 images. This 
provided a baseline against which to test our CIs. Finally, we calculated 
z-scores for each CI or region thereof, comparing the number of pixels in 
the appropriate combined thresholded energy map to the means esti
mated from the random noise samples. 

The z = 5.4555 threshold applied in Stage 1 above is extremely 
conservative. We therefore repeated the above analysis with a threshold 
of 4.5228 this corresponding to an alpha of 0.05 Bonferroni corrected for 
the number of pixels in the final significance map only. However, this 
threshold is still conservative and, being pixel based, does not account 
for smoothness in the filtered images. We therefore also looked for sig
nificant clusters using the Stat4Ci algorithm which is based on Random 
Field Theory (Chauvin et al., 2005) with two cluster forming thresholds. 
These results are consistent with our pixel-wise approach. 

Finally, for consistency and completeness we applied the 2-stage 
analysis above to unfiltered images testing at Stage 1 to see if individ
ual pixels values were significantly different from the overall mean. This 
analysis produced no significant pixels at Stage 1 when Bonferroni 
corrected for the number of pixels in the image. The number of signifi
cant pixels without correction was itself significantly higher than 
random samples in the eye region for the Full CI in all three images, and 
the mouth region of the Mona Lisa images, but the significance maps 
lacked obvious structure. Full details for, and the results of, these 
additional analyses are presented in the supplementary materials. 

2.2.3. Significance maps and ROI results 
Following the filter-bank and 2 stage significance testing described 

above, Fig. 5 shows the combined thresholded energy maps for the Full- 

Fig. 5. Top row, significance maps based on the Full-CIs for individuals overlaid onto the face images. Colours (online) represent different participants. Bottom row, 
Thresholded significance maps for the Full-CI combined across participants. Light-green and dark-blue boxes in the bottom row show regions of interest (ROIs) for the 
Stage 2 analysis – see text. 
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CIs. The top row of Fig. 5 shows individual maps, while the bottom row 
shows the maps derived from the aggregated Full-CIs shown in Fig. 2. 
Table 1 shows the results of the Stage 2 analysis showing the number of 
active pixels in each thresholded significance map or section thereof as 
well as the mean and standard deviation of the number of such pixels 
found in maps derived from random noise samples. The number of above 
threshold pixels in the Full-CI map was significantly higher than that for 
noise for the Neutral Face Without Eyebrows. For the Positive-CIs the 
whole image analysis was significant for Neutral Face and Neutral Face 
Without Eyebrows conditions. When the eye region was compared to a 
similarly sized section of random noise, significant differences were 
found for all three images for both the Full-CIs and the Positive-CIs. For 
comparison, similarly sized regions taken around the mouth and eye
brows were never significantly different from noise. However, individ
ual participants produced significant deviations in the eye-brow region 
for the Neutral Face Without Eyebrows and Mona Lisa images (top row 
of Fig. 5). For the Negative-CIs, only the eye and eyebrow regions in the 
Neutral Face Without Eyebrows produced significantly more above 
threshold pixels than noise. This weak result is somewhat unexpected 
given that the eye regions look different when Negative-CIs are overlaid 
on the original faces (Fig. 3). The eye region produces more significant 
pixels for the Neutral Face Without Eyebrows than the unedited Neutral 
Face (71 versus 20 pixels for the Full CI, 60 versus 20 pixels for the 
Positive CI and 4 versus 0 pixels for the Negative CI). Standardising the 
difference between the two images against the standard deviation of 
pixel counts across all regions, images, and CI types we find that for the 
Full CI the without eyebrows condition produced 3.36 × SD more sig
nificant pixels in the eye region than the with eyebrows condition (z =
3.36, p < 0.0005). This difference was 2.35 × SD for the Positive CIs (z =
2.35, p < 0.01) and not significant for the Negative CIs. 

We regard the region of interest analyses as more appropriate for 
judging all types of CIs than the whole image. The latter includes large 
areas outside the face, or areas of hair, forehead and cheek that are 
unlikely to be utilized in judgments of surprise. Inclusion of these areas 
contaminates the count of above threshold pixels with false positives - 
diluting any effects observed. Analyses focusing on the eyes, eyebrows, 
and mouth regions expose the utility of the former, and poor utility of 
the latter in judgments of surprise. 

Lowering the threshold for significance in the combined energy map 
produced very similar results but with more above threshold pixels as 
did the cluster-based analyses; see supplementary materials. 

2.3. Control experiment 

Our result showing no significant activity in the mouth region is 
surprising given the weight of evidence showing that the mouth region is 
more important for judging emotions, specifically surprise, than the eye 
region (see introduction but also Blais et al., 2012). We were concerned 
that our choice of noise sample and image size might have rendered the 
mouths in our stimuli too obvious and thus incapable of supporting a CI 
approach. We thus repeated our experiment asking participants to detect 
surprise in the Neutral Face while concentrating on the mouth region. 
The same participants were used and other than their increased ages the 
experimental procedure and analysis was identical to that of the main 
experiment. Fig. 6 shows the resulting Full-CI and the combined 
thresholded significance map clearly indicating significant deviations in 
the mouth region which were also significant in the Stage 2 ROI analysis 
(number of active pixels in mouth region = 22, z = 21.51, p < 0.0001). 
We thus conclude that our procedure and stimuli are capable of 
revealing the mouth area but that for some reason participants did not 
use this region in our main experiment (see Discussion). 

3. Experiment 2 

3.1. Method 

3.1.1. Materials 
We used 24 images including the Full-CIs, Positive-CIs and Negative- 

CIs from experiment 1 overlaid onto their respective faces (9 images as 
in Fig. 3). We also included the 3 neutral faces used in experiment 1 
(Fig. 1) with added random noise samples. The remaining face images 
were sourced from the KDEF database, using the same female actor as 
was used for the neutral face in experiment 1, now acting 6 different 
expressions (Fig. 7). We also included edited versions of these with 
eyebrows removed (Figure S5). Random noise samples were added to 
these 12 emotionally expressive images. The face stimuli were presented 
at 40% contrast and the noise and CI stimuli at 25% contrast. 

In addition to the images, we tested the participants’ emotional in
telligence with the Schutte Self-Report Emotional Intelligence Test 
(SSEIT; Schutte et al., 1998). Participants responded to 33 statement 
items from 1 strongly disagree to 5 strongly agree. Among these ques
tions, we included two attention check questionnaire items. Specifically, 
the content of the item was a request to choose a certain option (e.g., 
strongly disagree and somewhat agree). Images and the SSEIT ques
tionnaire were presented using the Qualtrics Survey platform (https:// 
www.qualtrics.com/). 

Table 1 
Statistical analysis of CIs. (a) The number of pixels (#p) above 5.4555 standard deviations from the mean combined across filter bands is shown for the Full-, Positive- 
and Negative-CIs aggregated across participants. Counts are shown for the whole image, and the eyebrow-, eye- and the mouth-regions as depicted by the blue and 
green boxes in Fig. 5. Z scores and significance levels (sig) are shown relative to (b) the mean and standard deviation of the number of above-threshold pixels in images 
derived from normally distributed random noise.  

a)  Neutral Face Neutral Face Without Eyebrows Mona Lisa  b) Noise  

#p z sig #p z sig #p z sig  mean sd 

Full CI              
Whole image 15 1.38 n.s. 71 11.1 <0.0001 5 − 0.36 n.s.  7.08 5.76  

Brows 0 − 0.22 n.s. 0 − 0.22 n.s. 0 − 0.22 n.s.  0.52 2.4  
Eyes 13 12.04 <0.0001 71 67.3 <0.0001 3 2.51 0.006  0.3633 1.05  

Mouth 0 − 0.41 n.s. 0 -0.41 n.s. 1 0.58 n.s.  0.4167 1.0 
Positive CI              

Whole image 23 2.77 0.003 70 9.19 <0.0001 10 0.51 n.s.     
Brows 0 − 0.22 n.s. 0 − 0.22 n.s. 2 0.61 n.s.     

Eyes 20 18.71 <0.0001 60 56.82 <0.0001 4 3.46 0.0003     
Mouth 1 0.58 n.s. 0 − 0.42 n.s. 0 − 0.41 n.s.    

Negative CI              
Whole image 6 − 0.19 n.s. 11 0.68 n.s. 0 − 1.23 n.s.     

Brows 0 − 0.22 n.s. 6 2.28 0.0114 0 − 0.22 n.s.     
Eyes 0 − 0.35 n.s. 4 3.46 0.0003 0 − 0.35 n.s.     

Mouth 0 − 0.42 n.s. 0 − 0.42 n.s. 0 − 0.42 n.s.     
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3.1.2. Procedure 
Participants were presented with one image at a time and offered 

seven emotion options with slide bars (namely: happy, afraid, surprise, 
sad, angry, disgust, and neutral) presented with the images. They were 
asked to report the perceived emotion of each image by assigning a score 

to each possible emotion. The total score for each stimulus had to add up 
to 100, otherwise, the participant could not continue the survey. Every 
image was presented in the same size (roughly 4 × 4◦ for most laptop 
users). Image size was not scaled by the participant’s display size, and 
we did not record the devices used but only laptop and desktop 

Fig. 6. a) Full CI extracted when participants were instructed to fucus on the mouth region while detecting surprise. b) thresholded significant map resulting from the 
analysis of (a). 

Fig. 7. Emotional face stimuli for Experiment 2. The same actress from the KDEF database with the neutral face in experiment 1 acted different expressions. Here, we 
added random noise to each face. a) Surprise, b) happy, c) afraid, d) sad, e) angry, and f) disgust. 
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computers were allowed. The resulting size variation adds noise to our 
results which was compensated by the large number of participants 
tested. Thus, we recorded perceived emotion profiles for each image. 
Participants then completed the SSEIT survey responding on a 5-point 
Likert scale (1 strongly disagree, 5 strongly agree), with two addi
tional attention checking questions with mandatory answers. 

3.1.3. Participants 
The participants were recruited from the Prolific (https://www.pr 

olific.co) participation brokering website. We balanced the gender of 
the sample and required proficiency in English as a prerequisite. All 
participants who passed our attention check items received £2.75 in 
compensation. Three out of 104 participants failed the attention check. 
On average, the survey took our participants 18 min to complete. 48 of 
the participants identified themselves as female, 49 male, and 4 as non- 
binary (age range: 19–61, Mage: 26.35, SD: 8.49). This experiment was 
evaluated and approved by Aston University’s College of Health and Life 
Sciences Ethical Review committee (approval number 1783). All par
ticipants gave informed consent as indicated by responses to a consent 
from presented via Prolific. 

3.1.4. Data analysis 
We systematically compared pairs of images to examine whether or 

not they evoked different emotional response patterns and to elucidate 
specific differences. First, we conducted a chi-square goodness-of-fit to 
examine whether each CI (including Full-CI, Positive-CI, and Negative- 
CI) added to the relevant neutral face image was judged to express a 
different emotion profile to the same image combined with a random 
noise sample. To further explore the exact difference between the 
emotional responses, we conducted repeated measures ANOVAs testing 
for main effects of emotion category and interactions between emotion 
category and noise type (face stimulus plus CI versus face stimulus with 
noise). Post hoc analyses with Tukey correction were also conducted to 
test differences in the assessment of each emotion between two images. 
For example, we determined if Neutral Face + Full-CI resulted in higher 
ratings of surprise than Neutral Face + noise. The statistical results are 
shown in Tables S1-3 corresponding to Full-CI, Positive-CI, and 
Negative-CI respectively. 

In order to ensure that our participants could correctly judge facial 
expressions, and that the actor in the KDEF dataset was correctly por
traying emotions, responses to images where the KDEF database actor 
portrayed different emotions were also analysed. The analyses con
ducted were similar to the comparisons of different CIs. Each facial 
expression image (surprise, happy, afraid, sad, angry, and disgust) was 
embedded in random noise and compared to Neutral Face + noise. The 
statistical results are shown in Tables S4 and S5 corresponding to images 
with and without eyebrows. 

We also tested to see if our Full- and Positive-CIs combined with their 
original neutral faces resemble the image where the actor portrayed 
surprise. The results of these tests can be found in Table S6. Finally, the 
Negative-CIs were compared with the highest rating facial expression 
(see supplementary materials). 

3.2. Results 

To summarise the detailed result presented below, when combined 
with their respective face images all CIs produced emotion response 
patterns that differed from that produced by the same face combined 
with random noise. While the pattern of emotional responses recorded 
did not match that for acted surprised faces, the Positive- and Full-CIs 
combined with Neutral Face and Neutral Face Without Eyebrows were 
rated higher for surprise than the corresponding faces plus noise, 
although these combinations were also rated more highly for ‘afraid’. 
Full- and Positive-CIs added to the Mona Lisa face produced a stronger 
‘happy’ response the same face combined with noise, although the 
Positive-CI also made her appear surprised. Negative-CIs added to their 

respective neutral faces produced stronger responses for disgust than the 
corresponding neutral faces added to random noise. Neutral faces in 
noise tended to look angry. 

Fig. 8 shows the average pattern of emotion type responses for each 
image. Chi-square goodness of fit indicated that all images with added 
Full-CIs generated significantly different emotion type responses 
(Neutral Face: χ2(6) = 75.95, p < 0.001; Neutral Face Without Eye
brows: χ2(6) = 73.67, p < 0.001; Mona Lisa: χ2(6) = 76.46, p < 0.001). 
Also, regardless of the base image, we found a significant main effect of 
emotion and an interaction between emotion and mask type (see 
Table S1 for repeated measures ANOVA results), indicating that the 
emotion pattern differs between image types. With a focus on surprise, 
we conducted post hoc analysis with Tukey correction to test if pairs of 
images differed in the level of surprise. Generally, Full-CIs (generated 
from neutral faces both with and without eyebrows) overlaid onto the 
original neutral face images were judged as higher in surprise (Neutral 
Face: t(100) = 5.34, p < 0.001; Neutral Face Without Eyebrows: t(100) 
= 6.58, p < 0.001) and lower in ‘neutral’ (Neutral Face: t(100) = -4.60, p 
< 0.001; Neutral Face Without Eyebrows: t(100) = -14.22, p < 0.001) 
compared to the same face images with random noise overlays. Over
laying the Full-CI onto the Mona Lisa produced more happy (t(100) =
14.68; p < 0.01) and less neutral (t(100) = -12.22, p < 0.001) ratings 
than the random noise counterpart but no difference in surprise (t(100) 
= 2.83, p = 0.23). We also found that both versions of the neutral face, 
combined with their respective Full-CIs, were judged to be higher in 
‘afraid’ than when combined with random noise samples (Neutral Face: t 
(100) = 6.14; p < 0.001; Neutral Face Without Eyebrows: t(100) = 6.41; 
p < 0.001). The Full-CI added to Neutral Face Without Eyebrows was 
also judged to be more angry than the same face with random noise (t 
(100) = 5.08, p < 0.001). 

The pattern of responses to the Positive-CIs plus the two neutral faces 
were similar to the pattern observed with Full-CIs. Chi-square goodness 
of fit tests show significant differences between emotion responses for all 
faces with added Positive-CIs (Neutral Face: χ2(6) = 107.80, p < 0.001; 
Neutral Face Without Eyebrows: χ2(6) = 93.13, p < 0.001; Mona Lisa: 
χ2(6) = 50.60, p < 0.001). The main effects of emotion were significant 
but the interaction between emotion and noise failed to reach signifi
cance (see Table S2 repeated measures ANOVA results). Post hoc ana
lyses showed that these Positive-CI images were judged to be higher in 
surprise (Neutral Face: t(100) = 9.84, p < 0.001; Neutral Face Without 
Eyebrows: t(100) = 9.99, p < 0.001; Mona Lisa: t(100) = 3.72, p = 0.02) 
and lower in neutral (Neutral Face: t(100) = -4.48, p = 0.002; Neutral 
Face Without Eyebrows: t(100) = -13.97, p < 0.001; Mona Lisa: t(100) 
= -9.53, p < 0.001) compared to their corresponding random noise 
counterparts. Ratings for afraid were higher for the Positive-CIs for both 
versions of the neutral face as compared to their corresponding neutral 
image plus random noise (Neutral Face: t(100) = 4.36, p = 0.002; 
Neutral Face Without Eyebrows: t(100) = 5.55, p < 0.001). Neutral Face 
+ Positive-CIs produced lower ratings for anger than its random noise 
counterpart (t(100) = -3.87, p = 0.01). The Mona Lisa + Positive-CI was 
rated happier (t(100) = 8.56, p < 0.001) than Mona Lisa + random 
noise. 

The Negative-CIs were analysed with the same method as the other 
CIs. Regardless of base image, there was a significant effect in chi-square 
goodness of fit, and a significant emotion main effect, but the interaction 
between emotion and image type was only significant for the two 
neutral face images (see Table S3 for chi-square goodness of fit and 
repeated measures ANOVA results). The interaction between emotion 
and noise type failed to reach significance (F(2.85,284.96) = 37.3, p =
0.07) for the Mona Lisa image. Post hoc analyses showed that, when 
added to their respective base images, all Negative-CIs were rated higher 
in disgust (Neutral Face: t(100) = 4.50, p = 0.001; Neutral Face Without 
Eyebrows: t(100) = 5.78, p < 0.001; Mona Lisa: t(100) = 4.89, p <
0.001) and lower in neutral expression (Neutral Face: t(100) = -7.27, p 
< 0.001; Neutral Face Without Eyebrows: t(100) = -18.31, p < 0.001; 
Mona Lisa: t(100) = -8.48, p < 0.001), compared to their respective faces 
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with random noise. Additionally, Neutral Face Without Eyebrows +
Negative-CI was rated higher in anger than this face with a random noise 
sample (t(100) = 13.04, p < 0.001). 

The images portraying acted emotions (as in Fig. 7 and Figure S1) 
were compared to their neutral emotion counterpart. With the exception 
of ‘anger’, all the images in the database (both with and without eye
brows) were judged higher in their intended emotion than the corre
sponding neutral image overlaid with random noise (With Eyebrows: 
surprise: t(100) = 22.30, p < 0.001; happy: t(100) = 62.75, p < 0.001; 
afraid: t(100) = 5.11, p < 0.001; sad: t(100) = 21.44, p < 0.001; angry: t 
(100) = 1.77, p = 0.89; disgust: t(100) = 25.80, p < 0.001; Without 
Eyebrows: surprise: t(100) = 34.85, p < 0.001; happy: t(100) = 39.51, p 
< 0.001; afraid: t(100) = 6.02, p < 0.001; sad: t(100) = 20.48, p < 0.001; 
angry: t(100) = 2.86, p = 0.21; disgust: t(100) = 25.79, p < 0.001; see 
Table S4 and S5 for detailed statistics). However, this does not mean that 
the intended emotion was rated the highest for every image. For 
example, the afraid image was judged to be higher in surprise than the 
neutral image, both with and without eyebrows. Among the 12 com
parisons between an emotionally valent image and their neutral coun
terparts, 7 pairs showed that the neutral image was rated higher for 
anger than the acted image. It is likely that the neutral image with noise 
overlay appears somewhat angry which may be why the angry image 
failed to reach significance in judgements of anger. 

We tested to see if our CIs combined with their respective neutral 
faces resemble the acted surprise image. We examined both images with 
and without eyebrows, with the added Full- and Positive-CI. Both the 
chi-square goodness of fit and repeated ANOVA showed that the CIs 

were significantly different from the acted surprise images (see Table S6 
for chi-square goodness of fit and repeated measures ANOVA results). 
All four comparisons showed higher ratings for surprise for the acted 
surprise images than our CIs (Neutral Face + Full-CI: t(100) = -17.39, p 
< 0.001; Neutral Face Without Eyebrows + Full-CI: t(100) = -20.61, p <
0.001; Neutral Face + Positive-CI: t(100) = -9.29, p < 0.001; Neutral 
Face Without Eyebrows + Positive-CI: t(100) = -14.67, p < 0.001), and 
higher neutral response in CIs than the acted surprise images (Neutral 
Face + Full-CI: t(100) = 9.72, p < 0.001; Neutral Face Without Eye
brows + Full-CI: t(100) = 6.44, p < 0.001; Neutral Face + Positive-CI: t 
(100) = 8.86, p < 0.001; Neutral Face Without Eyebrows + Positive-CI: t 
(100) = 6.04, p < 0.001). Further, both Full- and Positive-CIs combined 
with Neutral Face Without Eyebrows were rated higher for afraid (Full- 
CI: t(100) = 5.20, p < 0.001; Positive-CI: t(100) = 4.48, p = 0.002) and 
anger (Full-CI: t(100) = 8.15, p < 0.001; Positive-CI: t(100) = 5.28, p <
0.001) than the corresponding acted surprise images. Neutral Face +
Full-CI showed higher ratings for sad (t(100) = 3.90, p = 0.012) and 
angry (t(100) = 5.45, p < 0.001) than the corresponding acted surprise 
image. 

Negative CIs combined with the base faces were rated high for 
disgust. We therefore compared this combination with the acted disgust 
image added to noise. The results of this analysis (Table S7) showed that 
the response profile for the negative CIs differed to that of acted disgust. 

The results of emotional intelligence were also analysed. Our par
ticipants scored 124.37 (standard deviation: 15.79) on average. A 
Kolmogorov-Smirnov test was used to test for normality of the distri
bution of emotional intelligence scores (D(101) = 0.0793, p = 0.53), 

Fig. 8. Response pattern of all items in Experiment 2. (a-c) Response pattern of all CIs and neutral image with noise displayed together for each base image. (d-e) 
Response pattern of all emotional images. Different colours / line styles represent the acted emotion of the image. Each plot is participants’ averaged response to 
different images. Here, noise refers to the addition of a random noise sample. Error bars denote the standard error of each response. 
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where we accepted the null hypothesis that the participants’ emotional 
intelligence scores conform to a normal distribution. The emotional 
intelligence score did not show significant correlation with participants’ 
accuracy in judging the acted emotion (r(99) = 0.0128, p = 0.90). 

4. Discussion 

Experiment 1 shows that our participants relied on the eye-region for 
detecting surprised expressions in briefly presented stimuli. For ‘sur
prise’ responses, Positive-CIs contain a template which enhances the 
contrast of the eye region, and for ‘not surprise’ responses, Negative-CIs 
masks the eyes. The eyebrows were not significantly activated in the CI 
templates for any face. Removal of the eyebrows from the neutral face 
further localized sampling to the eye-region, suggesting an effect of 
eyebrows on the detection of surprise. Experiment 2 shows that the 
neutral face with and without eyebrows combined with CIs for surprise 
indeed convey surprise to naïve observers more so than the corre
sponding faces with random noise, although this is less strong than their 
response to a face acting surprised. Adding surprise CIs to the Mona Lisa 
image produces the impression of happiness. 

While CIs for detecting surprise suggest that the eyes are the primary 
diagnostic feature which carry the most information for the detection of 
surprise, participants did not rely on a roughly defined eye-region, but 
rather a detailed integration of fine-grained information in the eye that 
drove them to perceive surprised expressions. The Positive-CIs increase 
the contrast of the eye features, specifically between the iris and sclera, 
making the eyes appear wide open in an expression of surprise. 
Conversely, the Negative-CIs add a dark luminance mask to the sclera 
reducing its contrast with the iris, almost as if the eyes were partially 
closed. Additionally, the absence of eyebrows did not, generally, 
encourage the participants to add that facial feature, instead, partici
pants focused more on the eye region in conditions where the eyebrows 
were absent. We observed no significant contribution from the mouth 
region in any stimulus condition. 

We did not observe the presence of ‘illusory eyebrows’ in the CIs for 
the Neutral Face Without Eyebrows image. Gosselin and Schyns (2003) 
found that their participants interpolated a missing mouth feature, but 
their task involved direct detection of the mouth, while our task does not 
directly require the participants to inspect the eyebrows to detect sur
prise. However, we did observe stronger eye templates in the no- 
eyebrows condition. This may suggest that reliance on eye informa
tion increases in the absence of eyebrow information. It is possible that 
our participants were relying on sampling information from the eye
brows to some degree when they were present, thus reducing the 
amount of sampling from the eyes, but not strongly enough to activate 
the eyebrow regions in most CI templates. Further, the eyebrow region 
was significantly activated in the Negative CI for the Neutral Face 
Without Eyebrows. 

Our results are at odds with previous studies (Blais et al., 2012, 2017; 
Smith et al., 2005) showing that the mouth region is important for 
classifying emotions in general and surprise in particular, and with Jack 
et al. (2012) who found that Western observers use the mouth and 
eyebrow regions to judge surprise. There are a number of reasons that 
might explain this apparent discrepancy. (i) Unlike some of the previous 
studies we restricted presentation time to focus on observers’ ‘first-im
pressions’. We did this because surprise is a somewhat fleeting emotion 
that tends to not to be expressed over prolonged periods (Ekman, 2003). 
Thus, our result may apply only to the initial assessment of surprise, 
however, Blais et al. (2012) used the same presentation time and found 
the mouth to be important so this conclusion seems unlikely. (ii) Our 
experiment involved the detection of surprise versus an unspecified 
alternative emotion whereas the previous studies required a discrimi
nation between multiple emotions. It may be that the mouth and 
eyebrow regions are informative for discriminating between emotions 
that have similar content around the eyes but are less relevant for 
detection. The discrimination of fear and surprise in particular is known 

to rely on the eyebrows and mouth (Roy-Charland et al., 2015). (iii) Jack 
et al. (2012) found cultural differences between Western and East Asian 
participants with the latter group using predominantly eye information. 
Our observers were ethnically diverse but were all either born in a 
Western country or have lived in one for a long time. Culture is 
malleable and it may be that Western observers have shifted away from 
using the mouth and eyebrow regions in the intervening decade – 
perhaps exacerbated by the prevalence of mask wearing at the time of 
our study. However, we think such an extreme change as would be 
required to produce our results is unlikely, and mask wearing would not 
account for a shift away from eyebrows. (iv) Our white noise samples 
had a flat spatial frequency spectrum and as such had constant masking 
power at all frequencies, but face images do not have a flat spectrum and 
may contain more energy at the lower spatial frequencies associated 
with large features such as the mouth and eyebrows. This difference may 
have caused the mouth to be more visible and thus less ambiguous than 
the eyes. Further, previous studies using the bubbles method used 
emotionally valent images with expressive mouths based on acted 
emotions (Blais et al., 2012). In common with other reverse correlation 
studies, we used emotionally neutral stimuli with closed mouths, and 
observers may have regarded this as uninformative for judging the 
presence of surprise. However, our control condition suggests that par
ticipants could use information in the mouth region when directed to do 
so. (v) Finally, we manipulated the eyebrow region but did not include 
conditions where other features, particularly the mouth, were removed. 
The absence of eyebrows in early sessions may have cued participants to 
focus on the eye / eyebrow region rather than the mouth. While this 
could explain the lack of activity in the mouth region it does not explain 
why participants used the eye region in preference to the eyebrows. On 
balance we feel that task demands such as detection versus discrimi
nation and our removal of the eyebrows are likely to explain the 
apparent difference between our findings and those in the literature, but 
more work would be needed to distinguish between these two factors. In 
particular, the eyebrows and mouth should be deleted in counter
balanced sessions to avoid any misdirection of attention away from the 
mouth. Thus, while we are confident that participants make more use of 
the eye region than the eyebrows in our task, further experiments are 
needed to confirm the relative importance of the eye and mouth regions. 
Finally, our results may be specific to the small group of people tested 
and a study in which larger numbers of participants each contributed 
fewer judgement would confirm our results and allow greater 
generalisation. 

Experiment 2 shows that naïve participants see significant emotional 
valence in the CI templates from experiment 1 when these are overlaid 
onto the original neutral face images. The Full-CI templates and the 
Positive-CI templates appear surprised in the case of the neutral face, 
with and without eyebrows. For the Mona Lisa, the Full-CI appeared 
happy, but the Positive-CI appeared both happy and surprised. These 
results suggest that the CI templates from experiment 1 contain the same 
emotional valence that the participants were asked to detect. That the 
Mona Lisa face was seen as happy rather than surprised, is likely because 
her face is not truly neutral, but rather slightly smiling. Thus, surprised 
eyes from the CIs, combined with a slight smile in the base image may 
give the impression of happiness. Similarly, the enhanced ratings for 
afraid in the two neutral faces may be related to the fact that the neutral 
face itself portrayed some sense of anger. Surprise faces tinged with 
anger may appear somewhat afraid. 

When Kontsevich and Tyler (2004) examined their negative tem
plates for happy, they clearly got a template for sadness; happy and sad 
expressions are in clear opposition. Here, we found that the Negative-CIs 
for surprise tend to produce disgust when added to neutral faces. 
Although the neutral face’s baseline was regarded as slightly angry, 
while the Mona Lisa’s baseline was seen as happy, the disgust emotion in 
the Negative-CI templates was found consistently in all face stimuli. We 
speculate (in contrast to Ekman, 2003) that surprise typically follows the 
consumption of pleasant information, while disgust is more likely to be 
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related to aversion or regret following the consumption of unpleasant 
information. In that regard, these two emotions could be in opposition 
with each other. Our finding was consistent with two models which 
theorised surprise and disgust as opposite (Lövheim, 2012; Woodworth 
and Schlosberg, 1954; Young et al., 1997). For example, while 
Lövheim’s (2012) model may place surprise and fear in opposition it also 
highlights that disgust and surprise respectively reflect low and high 
level of noradrenaline while serotonin is high and dopamine is low for 
both emotions. Further, behavioural results show that manipulations 
that hinder the perception of disgust amplify the perception of surprise 
(Daudelin-Peltier et al., 2017). The KDEF dataset generally demon
strated high validity. All the acted emotions were judged high on the 
attribute that they were supposed to represent. However, the angry 
image was not rated as significantly more angry than the neutral face, 
due to the neutral face being rated as angry by our participants. Further, 
the afraid image was often confused as being surprised instead of afraid, 
probably due to the correlated nature of the two emotions. It is possible 
that this feature affected our results as noted above and future research 
might define a more consistently neutral baseline. 

The current study highlights the methodological potential in the CI 
method by showing that CIs can reveal sampling of diagnostic features 
for surprise (and its opposite ‘negative-surprise’ template) as a facial 
expression. We find that our participants rely on a detailed, high spatial 
frequency, information sampling strategy around the eyes to drive sur
prise detection. This depends on structural information that is not 
revealed in low-level image statics. We also find that CIs generated 
through surprise detection convey surprise to other naïve participants, 
indicating that CIs can capture and convey important elements of face 
perception. The current study thus furthers our understanding of how 
humans sample information about each other’s mental states from faces. 
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