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I. INTRODUCTION

Diffusive mixing of multiple phases is a well-studied topic, particularly in the realm of

microfluidics1,2. While these studies invariably pointed to the dynamical evolution of an

interface characterized by properties of the individual and correlated phases3, the precise

dependence of parameters in this interface growth process had to wait until Aifantis produced

a sequence of groundbreaking studies to analytically solve the double-diffusion problem4,5.

Their “trick” lay in unentangling the coupled diffusion of two phases, “diffusivity paths”

in the material science parlance, thereby analyzing their relative growth through a study

of the emergent interface dynamics6,7. The problem has been revisited in recent times by

Lux to understand the maximum likelihood probability of such events where the forward

Kolmogorov model was analyzed using a combination of Fourier and Laplace transforms8,9.

While the Lux method employs the full arsenal of a dynamically evolving probability density

function by numerically solving the Fokker-Planck model, it is largely limited to understand-

ing linear diffusive mixing much like the original Aifantis models. The Lux method also lacks

the simplicity of the Aifantis description that actually allows a detailed parameterization of

the multi-diffusive process.

In a recent work10, a theoretical framework was established to approximate a closed-

form solution of the ensemble-averaged density profiles and correlation statistics of coupled

nonlinear double-diffusive processes, starting from the paradigmatic (linear) Aifantis double-

diffusivity (D-D) model4–7, and extended to the nonlinear regime in analogy to the paradig-

matic Walgraef-Aifantis model11–14. Later studies focused on the stochastically driven ver-

sions of the D-D and W-A models15–17, which established the importance of understanding

fluctuation effects in such dynamics.

Over the last few decades, the D-D model has become quite popular in both the applied

mathematics and the material science communities due to its interesting mathematical prop-

erties of the former18–20 that allow for robust interpretation of experimental observations for

the latter21–23. While there is no paucity of numerical estimation of nonlinear models, in-

cluding those for double diffusion, from the perspective of theoretical modeling, analytical

clarity had to give way to quantitative precision.

The present article is the first in line to provide a closed-form approximate solution of

the nonlinear model resulting from a combination of the D-D and W-A type models. The
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D-D:W-A motivated model leads to a coupled system of reaction-diffusion (R-D) equations

where the diffusion terms resemble those contained in these models; the linear terms as

in the D-D model; while the nonlinear terms resemble the W-A model (third order), but

contain, in addition, cross-coupled terms (second order).

While examples of numerically analyzed reaction-diffusion models are available aplenty,

there is little or no understanding of the parametric dependence of these processes and the

nature of regime-switching transitions they may initiate. While D-D models, both linear

and nonlinear, have been extensively studied computationally, studies on dynamical phase

transitions of these models are few and far between, barring exceptions9. This is crucial for

analyzing movements between states, as well as to comprehend how one (diffusive) state may

affect others, an approach that we recently studied from a complementary perspective10.

There is another dimension to the present work. While the present article studies two

nonlinearly cross-coupled diffusive processes and how the diffusivities can be extracted ex-

actly from a combination of forward Fourier transform (FT), followed by Laplace transform

(LT), and then an inverse Fourier transform (IFT), the mathematical foundation is generic

enough to accommodate the more realistic case of forced (e.g. stochastic forcing) nonlinear

D-D models as in Refs.15,16. Broadly speaking, the framework will allow us to analyze diffu-

sion equations with nonlinearity24, both forced and equilibrium models. Also, free boundary

problems such as the distribution of temperature in a homogeneous material during phase-

transition25 can be studied, i.e., the time evolution of the phase boundaries, the so-called

Stefan problem.

The other application of this framework could be in traveling wave and pattern formation

which can be mapped onto D-D models, such as the Fisher-Kolmogorov-Petrovsky-Piskunov

(Fisher-KPP) model for the propagation of an advantageous gene in a population26,27, Gray-

Scott model for diffusion of chemical species27,28. Similar studies can be found in the afore-

mentioned W-A model of dislocation patterning in cyclically deforming metals which have

been extensively studied numerically in the post-bifurcation regime12,13. None of these was

designed for closed-form analysis of nonlinearly coupled time-evolving diffusivity models, as

is the target of this study.

The plan of the paper is as follows: Section II summarizes the model equation and

provides a physical explanation of the mechanisms involved. Section III represents the non-

dimensionalized representation of the model, the relevant non-dimensional governing equa-
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tions and their linear stability analysis. Section IV first reinvents the Lux maximal-likelihood

definition of regime-switching diffusions8,9; then superimposes the D-D methodology7 onto

the Lux maximum-likelihood approach, and finally, uses this hypothesis to solve for the

densities of the phases around the stable fixed point as eigenvalue solutions. Section V

summarizes the outcomes of the Chattopadhyay-Aifantis-Lux (CAL) model and discusses

its wider implications.

II. THE MODEL

The starting point of this work is the nonlinear double diffusion (D-D) model that was re-

cently analyzed to calculate the transition between two diffusive states, the so-called “trans-

missbility” model. In Ref.10, the emphasis was on arriving at an approximate formulation

of the overlap strength of diffusive state “1” on that of diffusive state “2”, estimated from

the correlation strength of the dynamical process that was analyzed from a mapping of the

technique used to calculate Reproduction number R0 is epidemic models29–31. While being

able to capture the cross-correlation of one diffusive process with the other, the approach

had a key limitation in that it could not provide a measure of the regime-switching pro-

cesses between the two diffusive systems. The present work attempts to understand this

mechanism using a modified Fourier Transform method in the light of the Lux formalism9.

We consider ρ̃1 and ρ̃2 as the concentrations/densities for the two distinct D-D species

along two different paths whose governing equations are given by

∂ρ̃1

∂t̃
= D1

∂2ρ̃1

∂x̃2
− k1ρ̃1 + k2ρ̃2 + λ1ρ̃1ρ̃2 + σ1ρ̃1

2ρ̃2 (1a)

∂ρ̃2

∂t̃
= D2

∂2ρ̃2

∂x̃2
+ k1ρ̃1 − k2ρ̃2 + λ2ρ̃1ρ̃2 + σ2ρ̃1ρ̃2

2 (1b)

where D1 and D2 are diffusion coefficients, k1 and k2 are the rate mass exchange between

different paths. The nonlinear terms represent the interactions between different species

(interstitials, vacancies, and other point or line defects such as dislocations) when the density

of one species influences the creation or annihilation of the other.
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III. NON-DIMENSIONALIZATION OF THE DOUBLE DIFFUSING

WALGRAEF-AIFANTIS MODEL

Let x̃ = ax, t̃ = bt, ρ̃1 = c1ρ1, ρ̃2 = c2ρ2. Substituting in Eqs. (1a-1b), then assuming

that the diffusion coefficients remain unchanged after scaling, and choosing coefficients of

nonlinear product terms as unity after scaling, for σ1 = σ2 = σ, we have

∂ρ1
∂t

= D1
∂2ρ1
∂x2

−
(

k1σ

λ1λ2

)
ρ1 +

(
k2σ

λ2
1

)
ρ2 + ρ1ρ2 + ρ21ρ2 (2a)

∂ρ2
∂t

= D2
∂2ρ2
∂x2

+

(
k1σ

λ2
2

)
ρ1 −

(
k2σ

λ1λ2

)
ρ2 + ρ1ρ2 + ρ1ρ

2
2. (2b)

Note, the variables ρ1 and ρ2, representing Eqns. (2a,2b), are non-dimensional. The numer-

ical model uses this system of a non-dimensional dynamical system.

A. Linear Stability Analysis

Perturbing Eqns (2a,2b) around the fixed points (ρ∗1, ρ
∗
2), i. e. ρi = ρ̂i + ρ∗i (i = 1, 2), we

get the linearly stabilized representation as follows

∂ρ̂1
∂t

= D1
∂2ρ̂1
∂x2

+ F1(ρ̂1, ρ̂2) (3a)

∂ρ̂2
∂t

= D2
∂2ρ̂2
∂x2

+ F2(ρ̂1, ρ̂2), (3b)

where F1(ρ̂1, ρ̂2) = −
(

k1σ
λ1λ2

− ρ∗2 − 2ρ∗1ρ
∗
2

)
ρ̂1 +

(
k2σ
λ2
1
+ ρ∗1 + ρ∗1

2
)
ρ̂2,

and F2(ρ̂1, ρ̂2) =
(

k1σ
λ2
2
+ ρ∗2 + 2ρ∗1ρ

∗
2

)
ρ̂1 −

(
k2σ
λ1λ2

− ρ∗1 − ρ∗2
2
)
ρ̂2. The homogeneous equilib-

rium (HE) state or the uniform steady state (ρ∗1, ρ
∗
2)

11,14, is thus defined as Fi(ρ
∗
1, ρ

∗
2) = 0 (i

= 1, 2).

Near the HE states, the linearized version of the Eqs (3a-3b) is given by

∂ρ

∂t
=

D1 0

0 D2

 ∂2ρ

∂x2
+Q ρ, (4)

where ρ =

ρ̂1
ρ̂2

, and Q is the Jacobian of

F1(ρ̂1, ρ̂2)

F2(ρ̂1, ρ̂2)

 at the equilibrium states (ρ∗1, ρ
∗
2). In

defining Eqn (4), we have assumed a one-dimensional representation that can be generalized

5



to higher dimensions without any loss of generality. We consider ρ =

ϕ1(t)

ϕ2(t)

 eiωx for real

ω and get

dϕ1

dt

dϕ2

dt

 =
(
Q− ω2D

)ϕ1(t)

ϕ2(t)

 , (5)

where D =

D1 0

0 D2

. For stability, Det(Q − ω2D) > 0 and Tr(Q − ω2D) < 0 for all real

values of the frequency ω.

We define the regime-switching process between the two diffusive states by “1” and “2”,

respectively with variances σ2(s1) = m1 and σ2(s2) = m2. The state variable ρt of this

diffusion will then obey dρt = σ(st) dWt with Wt denoting the random (Brownian) motion

where the hidden state process st is characterized by the intensity matrix,

Q =

−(
k1σ
λ2
2
− ρ∗2 − 2ρ∗1ρ

∗
2

) (
k2σ
λ2
1
+ ρ∗1 + ρ∗1

2
)

(
k1σ
λ2
2
+ ρ∗2 + 2ρ∗1ρ

∗
2

)
−
(

k2σ
λ1λ2

− ρ∗1 − ρ∗2
2
)
 . (6)

The eigenvalues of this intensity matrix Q determine the conversion rates (switch rates)

between the two diffusive regimes8,9. We note that for a Markovian process, the Q for

Continuous Time Markov Chains (CTMCs) can be generally represented as

Q =



−
n∑

i=2

λ1→i λ1→2 .... λ1→n

λ2→1 −
n∑

i=1,i ̸=2

λ2→i ..... λ2→n

... ... ... ....

λn→1 λn→2 ..... λn→n


Following the prescription in Ref.8, we can calculate the probability of transition between

states 1 and 2 close to the steady state within the intensity matrix (Q) framework.

The linearly stable fixed points (ρ∗1, ρ
∗
2) can be obtained from Eqns (3a,3b), defined as

∂ρ̂1
∂t

= ∂ρ̂2
∂t

= 0 that, in the Fourier transformed k − t space can be solved from the coupled
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equations(
D1k

2 +
k1σ

λ1λ2

− ρ∗2 − 2ρ∗1ρ
∗
2

)
ρ∗1 =

(
k2σ

λ2
1

+ ρ∗1ρ
∗
1
2

)
ρ∗2(

k1σ

λ2
2

+ ρ∗2 + 2ρ∗1ρ
∗
2

)
ρ∗1 =

(
D2k

2 +
k2σ

λ1λ2

− ρ∗1 − ρ∗2
2

)
ρ∗2 (7)

Clearly, (ρ∗1, ρ
∗
2) = (0, 0) is a trivial fixed point although there can be nontrivial fixed points

too which would have to be numerically evaluated for specific parameter values.

IV. REGIME SWITCHING NONLINEAR DOUBLE-DIFFUSION

Rewriting Eqns (3a,3b) as a linearly perturbed dynamical system around the steady

state(s), we get

∂ρ̂1
∂t

= D1
∂2ρ̂1
∂x2

− α1ρ̂1 + α2ρ̂2 (8a)

∂ρ̂2
∂t

= D2
∂2ρ̂2
∂x2

+ α3ρ̂1 − α4ρ̂2, (8b)

where α1 = k1σ
λ1λ2

− ρ∗2 − 2ρ∗1ρ
∗
2, α2 = k2σ

λ2
1
+ ρ∗1 + ρ∗1

2, α3 = k1σ
λ2
2
+ ρ∗2 + 2ρ∗1ρ

∗
2 and α4 =

k2σ
λ1λ2

−ρ∗1−ρ∗1
2. We will use a combination of Fourier Transform (FT) and Laplace Transform

(LT) sequentially to arrive at the regime-switching transition probabilities. The following

notations will be used (i = 1,2):

ρ̂i(x, t)
FT−→ ρi(ω, t),

ρ̂i(x, t)
LT−→ ρ̃i(x, s).

We assume initisl conditions ρ̂1(x, 0) = β1δ(x) and ρ̂2(x, 0) = β2δ(x). Fourier Transform of

Eqns (8a,8b) gives

∂ρ1
∂t

= −D1ω
2ρ1 − α1ρ1 + α2ρ2, (9a)

∂ρ2
∂t

= −D2ω
2ρ2 + α3ρ1 − α4ρ2. (9b)

The FT above is followed by Laplace Transform of Eqns (9a,9b) leading to

L[ρ′1](s) = sL[ρ1](s)− β1 = −(D1ω
2 + α1) L[ρ1](s) + α2L(ρ2](s), (10a)

L[ρ′2](s) = sL[ρ2](s)− β2 = α3 L[ρ1](s)− (D2ω
2 + α4) L(ρ2](s). (10b)
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Eqns(10a,10b) can be reduced to obtain

L[ρ1](s) =
β2α2 + β1(s+D2ω

2 + α4)

(s+D1ω2α1)(s+D2ω2α4)− α2α3

, (11a)

L[ρ2](s) =
β1α3 + β2(s+D1ω

2 + α1)

(s+D1ω2α1)(s+D2ω2α4)− α2α3

. (11b)

For both Eqns(11a,11b), the poles s0 are defined by the equation

(s0 +D1ω
2α1)(s0 +D2ω

2α4) = α2α3, (12)

producing

s0± =
−(D1 +D2)ω

2 − α1 − α4 ±
√
∆

2
, (13)

where ∆ = [(D1 +D2)ω
2 + α1 + α4]

2−4[(D1ω
2+α1)(D2ω

2+α4)−α2α3] = [(D1ω
2 + α1)− (D2ω

2 + α4)]
2
+

4α2α3. These results eventually lead to the Inverse Fourier Transforms as follows

ρ1(ω, t) =
1√
∆

[
{β2α2 + β1(s0+ +D2ω

2 + α4)} es+t

− {β2α2 + β1(s0− +D2ω
2 + α4)} es−t

]
, (14a)

ρ2(ω, t) =
1√
∆

[
{β1α3 + β2(s0+ +D1ω

2 + α1)} es+t

− {β1α3 + β2(s0− +D1ω
2 + α1)} es−t

]
, (14b)

where ∆ = (s0+ − s0−)
2.

The relevant Inverse Fourier Transform (IFT) of the function ρi(x, t)) will be then given by

ρ̂i(x, t) =

∫ ∞

−∞
ρi(ω, t) e

ixω dω.

Clearly, the above integration cannot be done in its present form. Hence, we resort to a

different construction.

The poles from Eqn. (13) can be represented as

s0± = −1

2

[
{(D1 +D2)ω

2 + (α1 + α4)} ±
√
((D1 −D2)ω2 + (α1 − α4))

2 + 4α2α3

]
(15)
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Substituting λ(ω) = 1
2
{(D1 +D2)ω

2 + (α1 + α4)} and µ(ω) = 1
2
{(D1 −D2)ω

2 + (α1 − α4)},

Eqn. (15) can be rewritten as

s0± = −
[
λ(ω)±

√
µ2(ω) + α2α3

]
(16)

Starting from Eqns.(11a,11b) and defining Ri(s) = L[ρi](s), the next step in the Lux

formulation9 is the evaluation of ρi(ω, t) which can be obtained from an Inverse Laplace

Transform:

ρ1(ω, t) = L−1[R1] = L−1

[
β2α2 + β1(s+D2ω

2 + α4)

(s− s0+)(s− s0−)

]
. (17)

Revisiting Eqn (11a), we can write

R1 =

(
1

s0+ − s0−

)[(
1

s− s0+

)
−

(
1

s− s0−

) ]
[β2α2 + β1s+ β1(D2ω

2 + α4)]

=
1

2
√

µ2 + α2α3

[
{β1s0+ + β2α2 + β1(D2ω

2 + α4)}
(

1

s− s0+

)
− {β1s0− + β2α2 + β1(D2ω

2 + α4)}
(

1

s− s0−

)]
(18)

Eqn (18) leads to

ρ1(ω, t) = L[R1
−1](t)

=
1

2
√

µ2 + α2α3

[
{β1s0+ + β2α2 + β1(D2ω

2 + α4)}es0+t

− {β1s0− + β2α2 + β1(D2ω
2 + α4)}es0−t

]
(19)

Rearranging the kernel in Eqn (19), we can write

ρ1(ω, t) = e−λt

[
β1 cosh

(√
µ2 + α2α3t

)
− β1µ− β2α2√

µ2 + α2α3

sinh
(√

µ2 + α2α3t
)]

. (20)

Similarly, we get

ρ2(ω, t) = e−λt

[
β2 cosh

(√
µ2 + α2α3t

)
− β1α3 + β2µ√

µ2 + α2α3

sinh
(√

µ2 + α2α3t
)]

. (21)
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FIG. 1: ρ1(x, t) versus time t at spatial locations x = 0.3 (dashed), x = 0.5 (dot-dsahed)

and x = 0.7 (circles) for the steady state ρ∗1 = ρ∗2 = 0.

Now substituting p1(ω, t) = e−λt sinh (
√
µ2 + α2α3t)√

µ2 + α2α3

and p2(ω, t) = ω2p1(ω, t), we get the

desired expressions as follows

ρ1(ω, t) = β1

(
∂p1
∂t

+D2p2

)
+ (β2α2 + β1α4)p1, (22a)

ρ2(ω, t) = β2

(
∂p1
∂t

+D1p2

)
+ (β1α3 + β2α1)p1. (22b)

The diffusion variables can now be obtained from a Fast Fourier Transform (FFT) of the

equations

ρ̂i(x, t) =
1

π

∫ ∞

0

ρi(ω, t) cos(ωx) dω, (23)

where i = 1, 2. To solve for the densities ρ̂i(x, t), we need to solve Eqn (23) around the

stable fixed points as outlined in Eqn (7).

The approach adopted in this Chattopadhyay-Aifantis-Lux (CAL) method has advantages

over the one from Lux and the original W-A model. First, the solution presented in this

article applies to the nonlinear D-D model close to the stable fixed points of the linear D-D

model that is already beyond the Lux prescription which is tailored for the linear model.
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FIG. 2: ρ2(x, t) versus time t at spatial locations x = 0.3 (dashed), x = 0.5 (dot-dsahed)

and x = 0.7 (circles) for the steady state ρ∗1 = ρ∗2 = 0.

Secondly, the nonlinearity considered here is more general than in the W-A model as it

contains all forms of (non-conserved) cross-couplings up to the third order. The highest

(cubic) nonlinearity considered here generalizes the Ginzburg-Landau (G-L) formulation for

phase transition. Thus our model accommodates not only amplitude instabilities (as in G-L)

but also phase instabilities. Moreover, combining Eqns. (20,21) with Eqn. (23), we have a

complete solution of the densities as functions of space and time, together with an ODE-

based formulation as shown in Eqn. (22a,22b). This needs to be numerically evaluated as

shown in Figures 1 and 2. The plots have been drawn for the steady state ρ∗1 = ρ∗2 = 0 using

some values from21: D1 = 10−16, D2 = 5.510−19, k1 = 510−3, k2 = 610−5. Values of the

cross-coupling parameters have been dimensionally matched against linear parameters and

typically considered at 2 orders of magnitude lower than the linear parameter: λ1 = 210−8,

λ2 = 10−8, σ1 = σ2 = σ = 10−12. The initial conditions too have been value matched against

linear solutions:β1 = 210−3 and β2 = 10−3. The solutions are highly dependent on initial

conditions and especially on the nonlinearity parameters λ1, λ2, σ. The solution in Eqn (23)

can also be used to evaluate the spatial evolution of the density functions in the large time

(steady state) limit.

The Lux method8 offers similar solutions in terms of the Bessel function for a specific
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choice of initial conditions. Ours is a more generic formulation that applies to cross-coupled

diffusivity models.

V. CONCLUSIONS

The model and results presented here have been drawn from a unique amalgam of the

original approaches by Aifantis4,5 and Lux8,9. Multiple diffusion of species is not a new topic

and is key to understanding the dynamics of interacting active systems, both in continuum

systems with excluded-volume effects included32 as also in discrete molecular systems33.

The challenge though is solving such models with nonlinear interactions included. This is

where our novel technique can be a major savior. This combination ensures a methodologi-

cal novelty whereby the Maximum likelihood description can be extended to accommodate

nonlinearly coupled diffusive systems, potentially including reaction-diffusion systems. This

has key implications for a variety of inhomogeneous fields where mass transport is a gov-

erning process. Since the motivation of our model comes from inhomogeneous diffusion in

materials16 and disease spreading10,31 in epidemiology, the discussion here will be directed

towards the financial sector. But before expanding on that topic, we first provide some

concluding remarks on the mathematical precept and comparisons between analytical with

numerical solutions from the perspective of evolutionary biology and epidemiology.

Clearly, a comparison of the dynamical variable R0(t), motivated by the epidemiologi-

cal literature, with the autocorrelation function reveals the richness of the dynamics of a

reaction-diffusion system which offers an option of interpolating the results from the epidemic

model into the double-diffusion domain, in the process providing a closed-form solution of

the latter that has remained elusive thus far. Comparing the time evolution of R0 with

the autocorrelation function gives information of the origin of the observed abundance of

different species in a reaction-diffusion system; for this, we need to numerically solve coupled

equations Eqns. (20,21) and Eqn. (23) typically at the point of symmetry (x = 0.5).

Therefore, the introduction of the epidemiologically motivated quantity R0(t) into the

studies of the reaction-diffusion systems can play a crucial role in understanding such sys-

tems in more depth. Since this interpolation between two unrelated disciplines only uses the

mathematical similarity between two (or multiple) reaction-diffusion species, expressed as

double-diffusion in material science, as compared to infection rate growth in epidemiology,
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the approach is generic enough to be applied to all coupled reaction-diffusion models. At

the point of symmetry (x = 0.5 in our model), both quantities (R0 and autocorrelation)

will asymptotically match their values with evolving time allowing for a closed form mapped

(from mathematical biology) solution of the R-D model. As a comparison with the nu-

merical solution confirms close convergence with the approximate mapped solution (based

on the R0(t) formula as a descriptor of the correlation strength of the diffusing variables),

the solution provides a handle to studies analyzing higher-order perturbations and rele-

vant bifurcations, also including stochastic terms. Future studies involving spatially forced

multi-diffusion and reaction-diffusion models will be considered, particularly with reference

to econometric systems9.
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