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Abstract
Its numerous applications make multi-human 3D pose estimation a remarkably impactful area of research. Nevertheless, it
presents several challenges, especially when approached using multiple views and regular RGB cameras as the only input.
First, each person must be uniquely identified in the different views. Secondly, it must be robust to noise, partial occlusions, and
views where a person may not be detected. Thirdly, many pose estimation approaches rely on environment-specific annotated
datasets that are frequently prohibitively expensive and/or require specialised hardware. Specifically, this is the first multi-
camera, multi-person data-driven approach that does not require an annotated dataset. In this work, we address these three
challenges with the help of self-supervised learning. In particular, we present a three-staged pipeline and a rigorous evaluation
providing evidence that our approach performs faster than other state-of-the-art algorithms, with comparable accuracy, and
most importantly, does not require annotated datasets. The pipeline is composed of a 2D skeleton detection step, followed by
a Graph Neural Network to estimate cross-view correspondences of the people in the scenario, and a Multi-Layer Perceptron
that transforms the 2D information into 3D pose estimations. Our proposal comprises the last two steps, and it is compatible
with any 2D skeleton detector as input. These two models are trained in a self-supervised manner, thus avoiding the need for
datasets annotated with 3D ground-truth poses.
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1 Introduction

Human detection and pose modelling have a plethora of
applications, including video surveillance [50], assisted liv-
ing [13], and autonomous vehicles [17]. In addition to any
direct application, it is also the basis of trajectory prediction
[41, 44], interaction detection, and gesture recognition [2].
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The number and relevance of applications make it extremely
impactful. Extensive research efforts have been made with
different technologies such as LiDAR [45, 54], RGB cam-
eras [47], and RGBD cameras [11, 56].

Multiple usability, cost and operational requirements can
be expected in a Human Pose Estimator (HPE). First, most
applications require support for more than one person. Sec-
ondly, except for very few niche cases, HPEs must work
with occluded body parts. Most applications will also bene-
fit from limiting sensors to RGB cameras, avoiding RGBD
or other more expensive hardware. An ideal HPE would also
exploit the available context to provide 3-dimensional data
for all keypoints, even if not all of them are visible. Another
desirable feature for any learning-based HPE would be not to
require a labelled dataset to be implemented in a new space,
as they are expensive to compile.

RGB-based multi-human and multi-view 3D pose esti-
mation is usually done in three steps: a) detect humans and
estimate their 2D poses on the images using, for example, a
Convolutional Neural Network (CNN); b) search for corre-
spondences in the different views of the people detected in
the previous step; and c) estimate 3D poses for each person
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based on the image coordinates of their keypoints for the dif-
ferent views. This work builds on top of publicly available
pose detectors (e.g., [1, 12]) for the first step of the pipeline
and presents a novel solution for the second and third steps. It
is important to note that the system developed in this research
can be integrated with any third-party 2D detector.

Regarding the second step, which consists of associating
the 2D poses that correspond to the same person in the differ-
ent images, the literature addresses the problem using both
appearance and geometry cues. Examples of this are the use
of epipolar geometry to assign a cost to each pose detected
[10] or the embedding of appearance features using a pre-
trained model to provide affinity scores between bounding
boxes [15]. Due to the desired multi-person support and the
irrelevance of the order in which people are detected, we
chose to exploit Graph Neural Networks (GNNs) to match
people’s views, as they are order-invariant and can manage a
variable number of input nodes.

Traditionally, the final step, 3D pose estimation, has been
done using triangulation or pictorial structure models. The
main limitation of these classic approaches stems from the
inability to predict the occluded parts, as these methods are
not capable of estimating positions for keypoints that are
occluded in many or all views. To overcome these limi-
tations, learning-based solutions have emerged. It can be
argued that an artificial neural network can learn to hallu-
cinate the occluded parts of the body even if they are not
visible. This is based on the intuition that the network should
be able to exploit contextual information from the rest of the
keypoints and the existing views, if any. For instance, a net-
work could learn to implicitly internalise the proportions of
the human body and its bilateral symmetry. Therefore, if the
keypoint for the left elbow cannot be seen from any camera,
knowing the position of the wrist and the average proportions
of a human forearm (or the length of the opposite forearm),
the network could estimate the position of the elbow. Embed-
ding these complex but helpful biases efficiently would be
very challenging in non-data-driven approaches.

A significant limitation of most current data-driven solu-
tions, and more importantly, all of those that provide multi-
camera support for multi-person pose estimation, is the
necessity of annotating the datasets to train the models in
a supervised fashion. It is worth noting that multi-camera
datasets are specific to the relative positions of the cameras,
making the datasets scenario-specific. As a consequence, to
use the corresponding approaches, an annotated dataset has
to be compiled for every scenario, which is time-consuming
and requires expensive tracking systems.

In addition, while it is feasible to utilise 3D data from an
in-studio dataset to establish 2D-3D relationships for dif-
ferent camera configurations via 3D projections, a model
trained on such a dataset would exhibit significant sensitivity
to variations in the 2D detected keypoints. This sensitivity

arises from training the model using ideal 2D coordinates, in
contrast to the potentially noisy 2D coordinates used during
inference. Even assuming that the 2D keypoint detection is
noise-free, training using ground truth data will likely fail
at inference time due to ground truth keypoint projection
coordinates not matching the coordinates of the skeleton key-
points considered by the 2D detectors. Another limitation of
this dataset generation approach is related to the variability
of the dataset. Depending on the application, it could be nec-
essary to have data on individuals with diverse complexion,
heights, and even ages, which might not be readily available
in an in-studio dataset. The process of gathering such diverse
data would essentially take us back to the initial challenge:
obtaining an annotated dataset.

To deal with these problems and avoid the need for anno-
tated datasets, we propose a self-supervised learning-based
solution, with two main contributions:

• An elegant solution for matching different 2D poses from
several cameras using a GNN that allows having a vari-
able number of people in the scenario.

• A model that infers the 3D keypoints of the detected
humans using self-supervised learning by minimising the
difference between the 2D detected keypoints’ coordi-
nates and those of the estimated poses’ re-projections.

The following sections cover various aspects of our
work. Section 2 reviews relevant 2D human pose detec-
tors and presents the current state of 3D pose estimation.
The proposed method is described in detail in Sect. 3. Sec-
tion 4 presents experimental results, including a performance
comparison with other state-of-the-art methods, using two
distinct datasets. Additionally, we will show how the system
can be applied to mobile robots without retraining for dif-
ferent scenarios as long as only on-board cameras are used.
Finally, Sect. 5 summarises the main conclusions.

2 Related work

This section provides an overview of the leading literature on
3D Human Pose Estimation. We start with a brief discussion
of popular 2D detectors, as they are leveraged in various 3D
estimation models -including ours. We omit works that utilise
RGB-D sensors, since our work focuses on RGB cameras,
offering the advantage of significantly reduced equipment
costs.

2D human pose estimators yield image coordinates of
human anatomical keypoints in an image for every detected
person. Recent advancements in deep learning have led to a
significant improvement in the performance and accuracy
of these models, surpassing the previous approaches that
relied on probabilistic and hand-crafted features [14]. Most
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of these learning-based models [1, 23, 26, 46] rely on Con-
volutional Neural Networks. There is a vast number of 2D
pose estimators, with OpenPose [12] being one of the most
popular. It leverages part affinity fields for human parts asso-
ciation using a bottom-up approach. A similar approach is
followed by OpenPifPaf [27] and trt-pose.1 Another widely
known 2D pose detector is HRNet [43], which can maintain
high-resolution representations through the detection pro-
cess, claiming higher accuracy and spatial precision. One
of the most popular datasets used for training and evaluat-
ing these 2D models is COCO [31], containing more than
100,000 annotated images.

In relation to the 3D pose estimation problem, fuelled
by the outstanding advances in 2D estimations, many works
have tried to utilise these models for estimating 3D poses
from the 2D points [49]. Many of them retrieve 3D human
poses from monocular views [19, 29, 32–36, 39], although
they suffer from the unavoidable fact that monocular depth
estimation is an ill-posed problem, as multiple potential 3D
poses are possible given a single 2D projection. Approaches
like Park et al. [35] attempt to mitigate this by utilizing short
video sequences for multiple perspectives, but limitations
remain when camera motion or subject movement is min-
imal. Multi-camera systems offer significant advantages
in terms of reducing ambiguity and enhancing robustness
to occlusions and noise. However, multi-view Human Pose
Estimation with multiple people introduces the challenge of
matching each person’s set of keypoints among the images
of the different cameras. Previous works have addressed this
problem with algorithms based on appearance and geometric
information [7, 15]. [15] creates affinity matrices based on
the appearance between two views and use them as input to
their model to infer the correspondence matrix.

Once the cross-view correspondences are solved, there are
several techniques to merge the information from the differ-
ent views to extract the 3D pose. Most classical approaches
rely on epipolar geometry by triangulating the 3D points from
the 2D points [3, 7, 25]. The pictorial structure paradigm was
extended to 3D to deal with multi-human pose detection in
[6]. However, the model does not detect full skeletons in case
of occlusions and they assume to know the number of people
in the scene, which is not a realistic assumption [47]. Other
works tackle the problem with prediction models based on
deep learning and CNNs [38, 47, 55]. For example, Vox-
elPose [47] discretises the 3D space in small cubes called
voxels. Using this representation, the 2D heatmaps detected
from all the views are projected into a common 3D space and
two 3D convolutional models are applied. The first model
yields detection proposals for each person and the second
estimates the positions of the keypoints for each proposal.
This method avoids establishing cross-view correspondence

1 https://github.com/NVIDIA-AI-IOT/trt_pose

based on poor-quality 2D poses. Ye et al. [55] present an
accelerated version of VoxelPose which avoids the use of
3D convolutions, although the results are marginally worse.
Firstly, they re-project the aggregated feature volume, which
is acquired in the same way as in [47], to the ground plane
(xy) by implementing max-pooling along the z-axis. Next,
they employ a 2D-CNN network over the xy-plane to locate
individuals and generate a 1D feature vector in the z-axis for
each detection. Finally, they apply a 1D-CNN to that vec-
tor to get the final 3D pose estimation. These modifications
enable their model to achieve results approximately 10 times
faster without sacrificing precision. Another interesting work
is presented by [30]. Their approach utilises a plane sweep
stereo technique to simultaneously address the challenges of
multiple-view fusion and 3D pose estimation. All these mod-
els use supervised learning, thus they require datasets with
precise annotations. The number of these datasets is scarce
mainly due to the costly equipment required as well as the
need for a controlled environment to record the data. Some
examples are the Human3.6M dataset [22], with more than
10 thousand annotations from 1 thousand images, and the
CMU Panoptic dataset [24], with 5.5 h of video from differ-
ent angles and 1.5 million of 3D annotated skeletons.

Besides CNN-based models, multiple works in the litera-
ture address the problem with the use of GNNs. For example,
works such as [20, 53] obtain promising results from monoc-
ular views using GNNs. Wu et al. [52] propose a solution for
multi-view and multi-person 3D estimation using GNNs with
supervised learning for both, cross-view correspondence and
final 3D pose estimation. They construct the graphs by trans-
forming each detected keypoint into a graph node and use the
natural connections in the body to generate the graph edges.
Then the GNN applies a regression in the node features to
obtain the 3D coordinates of the body joints. The main limi-
tation is that the training of these networks requires datasets
with accurate 3D ground truth annotations.

Due to the remarkable benefits of avoiding 3D annotations
(i.e., datasets become much more affordable in terms of cost
and effort, which facilitates collecting larger datasets), self
or semi-supervised learning methods have been proposed in
many works [5, 8, 9, 16, 18, 25, 28, 36, 37, 42]. These meth-
ods primarily focus on single-view 3D pose estimation or are
constrained to single individuals. To the best of our knowl-
edge, our proposal stands as the first multi-camera 3D Human
Pose Estimation method that supports multiple individuals
without requiring ground truth data. A qualitative compari-
son of recent works is presented in Table 1, showing that our
method is the only one that meets these three criteria.
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Table 1 Qualitative comparison
with literature

Reference Multi-camera Multi-person Self-supervised

Tu et al. [47] ✓ ✓ ✗

Ye et al. [55] ✓ ✓ ✗

Wu et al. [52] ✓ ✓ ✗

Lin and Li [30] ✓ ✓ ✗

Liu et al. [32] ✗ ✓ ✗

Park et al. [35] ✗ ✓ ✗

Guan et al. [19] ✗ ✗ ✗

Biswas et al. [8] ✗ ✗ ✓

Kundu et al. [28] ✗ ✗ ✓

Srivastav et al. [42] ✗ ✓ ✓

Bouazizi et al. [9] ✓ ✗ ✓

Bartol et al. [5] ✓ ✗ ✓

Bala et al. [4] ✓ ✗ ✓

Gong et al. [18] ✓ ✗ ✓

Ours ✓ ✓ ✓

3 Method

The proposed system consists of a three-staged pipeline: a) a
skeleton detector, b) a multi-view skeleton matching Graph
Neural Network, and c) a pose estimation Multi-Layer Per-
ceptron (MLP). Given that there are very efficient solutions
for the first stage of the pipeline, no new alternative is pro-
posed in this work. In fact, our system is independent of the
skeleton detector used. The multi-view skeleton matching
and the pose estimation network are our two main contribu-
tions. Figure 1 shows how these two stages of the pipeline
work at test time, which take as input a set of detected skele-
tons per view that can be obtained using any skeleton detector.
The code is available at https://github.com/gnns4hri/3D_
multi_pose_estimator.

3.1 System calibration

Our proposal is not limited to a number or configuration of
cameras but requires the camera configuration to be the same
during the collection of the dataset and the final inference for
pose estimation. The only exception to this is that our system
allows the set of cameras used at inference time (Ci ) to be a
subset of the cameras used during training (Ct ). In that case,
only the cameras in Ci need to maintain the configuration
they had at training time during inference time. If desired,
the rest of the cameras in Ct can be removed from the system
once it is trained. This is particularly helpful for two reasons:
a) it allows to better estimate of the 3D positions of keypoints
that are occluded or not detected at inference time by the
cameras in Ci ; and b) it improves inference time accuracy
when Ct can be higher than Ci (e.g., in mobile robots that

need to use a small set of cameras at inference time, but can
use additional cameras when compiling the training dataset).

Ideally, camera placement should cover the entire envi-
ronment. While individual cameras do not need to cover the
entire space, their combined fields of view should ensure
complete coverage. Once the cameras are placed on site,
the first step to set up the system is to calibrate the intrin-
sic parameters of all the cameras available, as well as their
extrinsic parameters with respect to the desired global frame
of reference. Using these parameters, the projection matrices
of all the cameras (T c ∀c ∈ Ct ) are created. These matri-
ces are used during the training and inference phases of the
two proposed neural networks, as described in sections 3.3
and 3.4.

3.2 Skeleton detection

For training purposes, once the system has been calibrated, a
dataset specific to the camera configuration used at training
time (Ct ) needs to be collected. The training works on the
assumption that the dataset has been generated with a sin-
gle person in the environment at a time. This is required to
know unequivocally the correspondences among the differ-
ent views, avoiding this way the process of manually labelling
the dataset. Nevertheless, this requirement must only be held
for the training data. At inference time, once the model is
trained, it is fully applicable in multi-person environments,
with a theoretically unbounded number of people.

The detected skeletons are represented as a list of key-
points, defined by their 2D image coordinates along an
identifier for each skeleton keypoint and a certainty value for
the detection. Datasets contain sequences of samples, each
consisting of a list of the detected skeletons per camera.
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Fig. 1 Two last stages of the pipeline of the proposed system. The correspondences between the input skeletons in the different views are estimated
by the GNN. This information is leveraged by the MLP to provide the final 3D poses

As aforementioned, our proposal can be used with any
skeleton detector, regardless of the number of keypoints they
provide for each skeleton. The number of keypoints only
determines the size of the input features of each network, so
it is a mere configuration parameter.

3.3 Skeletonmatching

Once the skeletons are detected in the different views, the
skeletons belonging to the same person are matched. Since
the matching is expected to be order-invariant and the number
of people is unknown at inference time, we train a GNN
model to estimate the correspondence between all the views.
This is because GNNs are order-invariant and allow for a
variable number of input nodes.

One of the main limitations of learning-based approaches
using supervised learning is the generation of the dataset,
which needs to be annotated with ground truth. For this
particular problem, if the dataset contained more than one
skeleton at a time, it would be necessary to manually anno-
tate their cross-view correspondence. To avoid this arduous
process, our raw training dataset contains a set of sequences
of single individuals moving around the environment -one at
a time. These sequences can then be combined into a single
processed dataset that contains ground truth labels built by
aggregating the data of multiple individuals. We describe this
process below.

Our GNN model receives as input an undirected graph
G = (V , E), where V is the set of nodes, and E is the set of
edges. The set V is composed of two different types of nodes
that we term detection nodes and match nodes. These two
types of nodes are the elements of Vd and Vm respectively,
such that V = Vd ∪ Vm . Each detection node represents a 2D
skeleton detected in one of the views used at inference time

(i.e. a view c ∈ Ci ), while a match node represents a possi-
ble match between two different detections. It is worth noting
that only the cameras in Ci are used because we are only inter-
ested in these cameras at inference time and including the rest
of the cameras in Ct would not add any valuable information
to this end. For each pair of detection nodes vi , v j ∈ Vd such
that vi and v j belong to different views, there is a match node
vk ∈ Vm . The edges in E connect the match nodes to their
corresponding detection nodes. Thus, for each match node
vk ∈ Vm linking two detection nodes vi , v j ∈ Vd , there are
two edges (vk, vi ) and (vk, v j ). Therefore, the input graph G
can be represented as follows:

G = (Vd ∪ Vm, (vk, vi ) ∪ (vk, v j )) (1)

where vi , v j ∈ Vd and vk ∈ Vm corresponds to the match
node between detection nodes vi and v j .

Each node (detection or match) is represented with a fea-
ture vector (x) with Nk × Nc × 10 + 2 elements, where Nk

and Nc are the number of keypoints and cameras, respec-
tively. Two of these elements denote a binary 1-hot encoding
indicating if the node is a detection or a match. In the case of
a match node, all other dimensions are fixed to zero. In the
case of a detection node there is a 10-dimensional tuple for
each camera-keypoint combination, each of which consists
of:

• a flag indicating if the keypoint has been detected,
• the pixel coordinates if the keypoint is visible (2 zeros

otherwise),
• a value within the range [0, 1] indicating the certainty of

the detection of the keypoint (zero if the keypoint is not
visible),
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• six elements encoding the 3D line passing through the
origin of the camera and the keypoint (image plane coor-
dinates) in the global frame of reference (specified as a
3D point and a 3D direction vector).

Since there is a detection node per view of a person, occlu-
sions in one view only affect the features of the corresponding
node. Thus, each node contains the features of all visible key-
points of a skeleton from the associated view, regardless of
the detections in other views.

Given the input graph G = (V , E) and the feature vec-
tors of the set of nodes (xi ∈ Rd , for vi ∈ V ), the GNN is
trained to produce an output graph G  = (V , E) with the
same structure as G, but different feature vectors for each
node (yi ∈ Rd 

). In particular, it is trained to predict whether
each match node vk ∈ Vm corresponds to a true match.
Thus, we formulate the matching as a binary classification
task, where the target labels are {0, 1} for non-matches and
matches respectively. To ensure that each output of the GNN
is within the range of [0, 1], we use the Sigmoid activation
function in the output layer. Consequently, both the binary
cross-entropy (BCE) loss and the mean squared error (MSE)
loss are suitable for computing the loss during the training of
the GNN. In our experimental results, the GNN trained with
MSE loss yields slightly better performance than the GNN
trained with BCE loss. Therefore, we define the GNN loss in
terms of MSE loss:

LSM = 1

|Vm |
∑

vk∈Vm

(yk − ŷk)
2 (2)

being yk ∈ {0, 1} the target label for node vk ∈ Vm , and
ŷk ∈ [0, 1] the predicted probability that node vk corresponds
to a match.

As mentioned previously, to avoid manual labelling,
we use footage of single individuals walking and moving
through our system. Since each frame contains only one per-
son, we can readily identify matching 2D detections. Using
this data, we generate separate graphs for each person, where
all match nodes are assigned a maximum score value (see
Fig. 2a and 2b). We then combine the graphs of individual
persons by adding match nodes with a score of 0 connecting
pairs of detections of different persons, as depicted in figure
2c. By following this procedure, we generate the target label
yk of each match node vk ∈ Vm of the graphs composing
the training set, allowing us to train the GNN in a pseudo-
supervised manner. The number of individual graphs to be
combined is randomly determined for each sample in the
dataset, with a minimum of one and a maximum equal to the
total number of sequences used to generate the dataset.

3.4 3D Pose estimation

Having identified the different views of each person, an MLP
is used to estimate the 3D coordinates of the keypoints for
each of them. The input features of the model are the con-
catenation of 14 features per keypoint and camera. Therefore,
if the skeleton detector detects up to 25 keypoints and the
system uses 3 cameras at inference time (|Ci | = 3), the
dimension of the input feature vector would be 14 × 3 × 25,
1050 dimensions in total. The 14 features per keypoint cor-
respond to the 10 features described in the previous section
for skeleton matching plus four additional features related to
an initial estimation of the 3D. Specifically, if a keypoint of a
person is detected by 2 or more cameras, its 3D coordinates
are reconstructed by triangulation for every pair of cameras
and an initial estimation is computed as the centroid of the
obtained 3D points. This estimation is included as input using
three of the four new features. The last feature is used to indi-
cate the availability of the estimated 3D. It is set to 1 if there
is more than one view of the keypoint and to 0 otherwise.

Using the aforementioned information per keypoint and
camera, the network estimates the 3D positions of the key-
points in the global frame of reference, yielding x , y and
z for each of them. Thus, assuming that the network pre-
dicts the position of 25 different keypoints, the output vector
dimension is 3 × 25 = 75.

The training process, as explained in the introduction, fol-
lows a self-supervised learning approach, which represents
the main advantage of this approach. This way, there is no
need to use a ground truth to compare the output, since the
loss function only uses the data from the skeleton detectors.
However, calculating this loss is not trivial, since the net-
work infers 3D poses from 2D positions. Our approach to
solving this problem is to project the 3D coordinates of the
keypoints predicted by the network into each camera used
for training (Ct ). The transformation between global and
image coordinates is done by using the projection matrices
(T c ∀c ∈ Ct ) obtained during the calibration process. Using
the projected coordinates and the coordinates yielded by the
skeleton detector, a measurement of the estimation error of
the network is obtained. This error defines the loss func-
tion that the network is trained to minimise. More formally,
assuming that the output of the network o is represented as
a vector of 3D positions corresponding to the estimation of
the subject’s keypoints coordinates:

o := (
o0, o1, ..., oNk−1

)
(3)

with Nk the number of keypoints, a vector pc of image pro-
jected positions (pc

i ) can be obtained for each camera as
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Fig. 2 Generation of a sample of the dataset. Graphs of individual persons are generated first assigning a score of 1 to the match nodes connecting
the views (green nodes). Then a final graph is generated from the individual ones adding match nodes with a score of 0 (red nodes)

follows2:

pc
i = T c · oi ∀i ∈ [0, Nk) (4)

Using pc and the set of detected keypoints (Sc = {sc
k }) for

each camera c, the projection error e is computed as

e =
∑

c∈Ct

∑

sc
k ∈Sc

d(pc
k, sc

k ) (5)

being d(·) the Manhattan distance between the projected and
detected points.

Applying equation 5 to each sample of the dataset D, the
final loss is calculated using the mean squared error:

L3D = 1

|D|
∑

d∈D

e2
d (6)

being ed the result of equation 5 for the sample d.
Figure 3 depicts the process to compute the self-supervised

loss, assuming 25 keypoints, 4 cameras in Ct , and 3 cameras
in Ci . It can be observed that the loss computation utilises
detections from all cameras in Ct but only the cameras in Ci

are used for generating the network’s input. Consequently,
in the aforementioned example, the model receives detec-
tions from only three of the four cameras at inference time.
However, even though the fourth camera would not be used at
inference time, our HPE would still exploit what was learned
from it at training time.

3.5 Data augmentation

Data augmentation is applied to extend the data used for train-
ing, to increase the variety of situations, and to increase the
robustness against partial views. Specifically, for each origi-
nal sample of the dataset, which we refer to as seed samples,
several samples are generated by removing views. Given a

2 The conversions between homogeneous and standard coordinates are
omitted for simplification.

sample s comprising data obtained from n different views
(s = d1, d2, ..., dn), m new samples can be generated by
selecting subsets of the views. The subsets are chosen ran-
domly from all possible combinations that can be obtained
with the different number of views (from 1 to n). For exam-
ple, suppose a seed sample s contains data from 5 views
(s = {d1, d2, d3, d4, d5}), and we want to generate 3 new
samples from s, the following samples could be randomly
selected from the possible view combinations and added to
the dataset: {d1, d3, d4}, {d2, d5}, {d3}. The new data gener-
ated by this process are used as the input of the two networks.
However, in the case of the pose estimation network, for each
generated sample, the whole data of its seed sample is used
in the computation of the loss (equation 6), as losing self-
supervision information would not be beneficial.

4 Experimental results

Our 3D multi-human pose estimation system has been tested
using the CMU Panoptic Studio dataset [24] and a dataset
generated at Aston University’s Autonomous Robotics and
Perception Laboratory for the purpose of this work. The
experiments that are presented in this section provide
empirical evidence that our approach performs faster than
other state-of-the-art algorithms, with comparable accuracy,
and most importantly, does not require annotated datasets.
Finally, we provide evidence that the proposed HPE can suc-
cessfully work on an autonomous robot.

4.1 Architecture details

To perform these experiments, the two neural models were
trained for each dataset using a train/validation/test split to
prevent data leakage. For the matching model, we use a Graph
Attention Network (GAT) [48] with 4 hidden layers. The hid-
den layers are composed of [40, 40, 40, 30] hidden units and
[10, 10, 8, 5] attention heads. LeakyReLU and Sigmoid are
used as activation functions of the hidden and output layers,
respectively. The MLP-based pose estimator has 7 hidden
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Fig. 3 Representation of how the 3D pose estimation network training loss is computed in a setup with 4 cameras in Ct and 3 cameras in Ci

layers of [3072, 3072, 2048, 2048, 1024, 1024, 1024] hid-
den units, using LeakyReLU for the activation of the hidden
layers and linear activation in the output layer.

4.2 Datasets

To test our proposal on the CMU Panoptic dataset and facil-
itate comparisons, we use the same sequences and views as
VoxelPose [47]. Similarly, the four sequences used for testing
VoxelPose were applied in our experiments. The data with
the 2D skeletons’ information were obtained using the back-
bone model provided in the VoxelPose project. Using this
model, the 2D coordinates of the humans’ keypoints were
detected from the images. Nevertheless, our training strategy
requires that each sample of the data includes the information
of only one person, so it was necessary to organise the detec-
tion results to provide individual human data. To this end,
the skeletons of the different views belonging to the same
human were identified using the ground truth of the Panoptic
sequences and grouped to obtain individual samples for each
human.

As mentioned in section 3, our proposal assumes a fixed
configuration of cameras for both the training and inference
phases. All the cameras have to be calibrated according to
a global frame of reference as a previous step of the train-
ing. Nevertheless, this requirement is not strictly met in the
Panoptic dataset, which entails some limitations in the com-
parison with the ground truth. To illustrate the problem,
table 2 shows the translation vector to the global frame of

reference of the five selected cameras for two of the datasets.
As can be observed, there are significant variations between
the positions of the cameras in the two datasets, exceeding, in
some cases, and for specific axes, 0.1m. This implies that each
sequence considers a different global frame of reference. To
overcome this limitation, we use the calibration file of one of
the datasets (160224_haggling1) for training and, for testing,
the ground truth of each test dataset is transformed from the
global reference frame of that dataset to the global reference
frame used for training. For applying that transformation, a
specific camera is used as a common frame of reference for
all the datasets. Thus, the ground truth is first transformed
from the global frame of reference of the dataset to the cam-
era frame of reference and then from the camera frame of
reference to the global frame of reference used for training.
Although this transformation partly solves the problem of
having different calibration data for each dataset, a resid-
ual error remains due to small variations of the intrinsic and
inter-camera extrinsic parameters in the Panoptic sequences.
Even though this fact is detrimental to our approach in the
comparison, the results are still comparable.

The ARP Laboratory dataset was generated from 4 cam-
eras attached to the walls of the laboratory and 2 additional
cameras mounted on a robot. These two cameras are part of
a stereo system, implying they have a fixed relative position
and orientation with respect to each other. The robot was
static and located at a fixed position during the generation
of the dataset. All the cameras were calibrated in relation to
a global frame of reference. A total of 18 video sequences
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Table 2 Translation (in
millimeters) between each
camera and the global frame of
reference for two sequences of
the CMU Panoptic dataset

Sequence

160224_haggling1 160422_haggling1
Camera X Y Z X Y Z

HD03 2087.71 −1510.89 1780.99 2015.19 −1512.49 1789.8

HD06 −677.9 −3394.66 −1704.22 −641.81 −3398.11 −1783.39

HD12 −76.23 −2392.45 2552.27 −173.19 −2395.36 2494.95

HD13 −1840.95 −3393.29 143.76 −1860.28 −3393.9 28.87

HD23 2343.16 −1526.22 −1433.97 2372.17 −1527.83 −1417.28

of single individuals moving were recorded. The sequences
have variable lengths between 2 and 39. These sequences
were used for training and testing separately the two models.
Two additional sequences with groups of 2 and 4 people were
recorded to test the whole system. These test sequences have
a length of 3, 43 and 2, 58, respectively.

4.3 Evaluation of the skeleton-matchingmodule

Since the goal of the skeleton-matching network is to group
together the different views of a person, given an unknown
number of people, it can be considered a clustering model.
Thus, the proposed matching technique can be evaluated
through a set of clustering metrics. Specifically, the following
metrics have been used:

• Adjusted rand index (ARI) [21]: estimates the similar-
ity between two clusterings according to the number of
pairs belonging to the same or different clusters. It is
adjusted using a random model as a baseline, ensuring a
random clustering has a value close to 0. This score ranges
between −0.5 (discordant clustering) and 1.0 (perfect
clustering).

• Homogeneity (H) [40]: measures the homogeneity of the
clusters. A cluster is considered homogeneous if it con-
tains only members of the same class. It ranges between
0.0 and 1.0.

• Completeness (C) [40]: measures the completeness of
the clusters. A cluster is considered complete if all the
members of the same class are assigned to the same clus-
ter. It ranges between 0.0 and 1.0.

• V measure (Vm) [40]: harmonic mean between homo-
geneity and completeness. This index quantifies the
goodness of the clustering, considering both homogene-
ity and completeness. It ranges between 0.0 and 1.0.

These metrics have been applied to several skeleton
matching networks trained for different numbers of views
using the two datasets described in the previous section. Table
3 shows the results for two, three, and five views using the
four test sequences of the CMU Panoptic dataset. For all

Table 3 Metrics of the skeleton matching network for the CMU Panop-
tic dataset

No. of views ARI H C Vm

2 0.9875 0.9968 0.9925 0.9943

3 0.9977 0.9993 0.9981 0.9986

5 0.9941 0.9978 0.9937 0.9956

Table 4 Metrics of the skeleton matching network for the ARP Labo-
ratory dataset

No. of views ARI H C Vm

2 0.9770 0.9966 0.9886 0.9923

6 0.9842 0.9974 0.9847 0.9905

the metrics, values close to 1 are obtained regardless of the
number of views.

The effectiveness of the proposed skeleton-matching net-
work was also evaluated using the ARP Laboratory dataset.
Two models, one with two views and the other with six views,
were trained using ten of the eighteen sequences of single
individuals. The models were then tested on the remaining
eight sequences, with a test dataset generated according to
the multi-person dataset generation process detailed in sec-
tion 3.3. This process provided the necessary ground truth to
compute the evaluation metrics.

Table 4 presents the results obtained from 2000 samples
in the generated dataset, which contained varying numbers
of persons ranging from 1 to 8. Similar to the CMU Panop-
tic dataset, the evaluation metrics demonstrated outstanding
performance of the network for both the two and six views
models. Furthermore, it is noteworthy that for both datasets,
the homogeneity values are nearly 1, indicating that the skele-
ton groups are predominantly comprised of views from the
same individual.
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4.4 Evaluation of themulti-person 3D pose
estimation system

The whole multi-person 3D pose estimation system has been
evaluated for both, the CMU Panoptic and the ARP datasets.
This section presents the results of this evaluation.

4.4.1 Evaluation on the CMU Panoptic dataset

The evaluation of the proposed 3D pose estimation system
using CMU Panoptic has been carried out using the following
metrics:

• Mean per joint position error (MPJPE): mean distance
(mm) per keypoint between detected and ground truth
poses.

• Mean average precision (mAP): mean of average pre-
cision over different distance thresholds (from 25mm to
150mm, taking steps of 25mm).

• Mean recall (mR): mean of recall over all the thresholds.
• Time for persons’ proposals (tpp): mean time required

for generating persons’ proposals. In our approach, this
time corresponds to the skeleton matching stage.

• Time for 3D pose estimation (t3Dg): mean time required
for estimating the 3D poses.

• Time for 3D pose estimation per human (t3Di ): mean
time required for estimating the 3D pose of one person.

To provide a comparison with other existing approaches,
VoxelPose was trained using the same ten training Panop-
tic sequences. In addition, the results of our pose estimation
model were compared with the 3D poses obtained by tri-
angulation. Specifically, for each pair of views of a person
identified by the skeleton matching model, the 3D position
of each visible keypoint was estimated by triangulating the
3D of its 2D coordinates. If more than one estimation was
obtained (i.e., the keypoint is visible from more than 2 cam-
eras), the final 3D position for the keypoint was computed as
the average of the individual estimations.

Regarding our proposal, we have used 3 different versions
of the test dataset. In the first version (D-detected), the skele-
tons used as input contain the 2D coordinates of the keypoints
detected from the backbone skeleton detector of VoxelPose.
In the second version (D-projected), the 2D positions of the
detected keypoints have been replaced with the projected
coordinates of the ground truth 3D keypoints using the spe-
cific calibration data of each sequence. Finally, in the third
version (D-average), the 2D positions of the keypoints have
been computed as the average between the detected and pro-
jected 2D coordinates.

The main reason for using these 3 versions is the exist-
ing significant difference between the detected 2D keypoints
and the ones obtained by projecting the ground truth 3D

Table 5 Reprojection error of the ground truth 3D for the three versions
of the test dataset using CMU Panoptic

Camera
Dataset HD03 HD06 HD12 HD13 HD23

D-detected 7.01 10.73 7.63 10.71 6.37

D-projected 3.81 1.08 2.19 2.28 4.74

D-average 3.65 5.12 3.92 6.06 3.69

skeletons. This fact can be observed in table 5, where the
reprojection error of the ground truth for the three datasets
is shown. To create this table, the ground truth 3D, previ-
ously transformed into the training frame of reference as
explained in Sect. 4.2, was projected into the images of the
five cameras. This projection considered the calibration data
employed during the model’s training. Subsequently, the pro-
jected data was compared with the 2D keypoints of the three
datasets to obtain the reprojection errors.

As can be observed, there are significant differences
among the reprojection errors considering the three datasets.
Thus, as expected, the largest reprojection error occurs on
the D-detected dataset, which indicates some divergences in
the positions of the keypoints of the human body between the
skeleton detector model and the ground truth of the Panop-
tic datasets. In addition, certain differences are observed
between the reprojected ground truth and the positions of the
keypoints of the D-projected dataset. These differences are
related to the different calibration data of each sequence of
Panoptic. Specifically, as mentioned in section 4.2, the vari-
ations of the intrinsic and inter-camera extrinsic parameters
of the sequences produce a remaining error that is reflected
in the second row of table 5. In fact, compared with the D-
avarage dataset, cameras HD03 and HD23 present higher
reprojection errors for the D-projected dataset.

Table 6 shows a summary of the accuracy and time met-
rics obtained for VoxelPose, triangulation, and our proposed
method across the four test sequences of the CMU Panop-
tic dataset. The last three rows of the table correspond to
our model’s performance on the three dataset variations (D-
detected, D-projected, and D-average).

Regarding accuracy, VoxelPose and our model for the
D-projected dataset have similar performance, even though
our model was trained with detected data. Additionally, our
model’s results on the D-average dataset for MPJPE, mAP,
and mR are quite comparable to those of VoxelPose. The
highest value of the MPJPE is produced for our model with
the D-detected variation of the test dataset. As mentioned
earlier, this is due to the divergences between 2D detected
and ground truth projected coordinates. Nevertheless, tri-
angulation yields a similar mean position error despite its
computation only considering the keypoints for which trian-
gulation can be applied, that is, the keypoints visible from
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Table 6 Accuracy and time
metrics of VoxelPose,
triangulation, and our proposal
using the CMU Panoptic dataset

Method MPJPE mAP mR tpp t3Dg t3Di

VoxelPose 17.97 96.61 97.41 135.92 169.99 50.53

Triangulation 22.63 76.99 85.10 32.56 10.06 2.99

Ours-detected 26.06 89.25 92.63 31.67 19.65 5.83

Ours-projected 17.84 96.23 97.76 31.96 19.94 5.89

Ours-average 19.77 95.67 97.39 32.22 19.81 5.85

two or more cameras. Furthermore, triangulation performs
the worst in terms of mAP and mAR. This is due to the fact
that triangulation does not always yield complete pose esti-
mations. Figures 4 and 5 provide examples of complete and
incomplete results using triangulation. Figure 4 showcases
some samples where all the keypoints for every person in the
scene can be estimated by triangulation. In these cases, the
estimated poses provided by our model (images on the left)
and triangulation (images on the right) are very close to the
ground truth poses (shown in gray). However, in Fig. 5, some
poses cannot be entirely determined by triangulation, as there
are keypoints that are not visible from two or more cameras.
In such scenarios, our model provides complete estimates for
all poses, with minimal differences from the ground truth.
Interestingly, the second scenario of Fig. 5 presents a situa-
tion where the ground truth is incomplete (green skeleton). It
can be seen how our model provides a realistic pose despite
the lack of information.

In terms of computational time, VoxelPose takes an aver-
age of 305.91 ms for the whole estimation process, which
is almost 6 times longer than the time required by our pro-
posal. The metrics of table 6 do not include the time required
for skeleton detection, which may vary depending on the
specific detector. However, efficient solutions for detection
do exist, such as trt-pose which can perform at 251 FPS on
Jetson Xavier [51]. Furthermore, skeleton detection for all
the views can be run in parallel, making the timing roughly
independent of the number of views. Thus, assuming skele-
ton detection can be achieved at 30 FPS, our proposal still
runs more than 3 times faster than VoxelPose.

Besides the aforementioned benefits regarding real-time
execution in comparison with VoxelPose, our self-supervised
proposal can be more easily implemented in new environ-
ments than the existing alternatives. The fact that no ground
truth is required to train the two models makes our pro-
posal easily replicable, regardless of the space, organization
and extension.

To complete the evaluation of our proposal on the CMU
Panoptic dataset, we present an experiment that aims to assess
the impact of the number of views. Specifically, we trained
two new models using different combinations of inference
and training views: one model was trained using 3 cam-
eras for both inference and training and the other one used 3

Table 7 Accuracy results for different combinations of inference and
training views using the CMU Panoptic dataset

# Ci # Ct AP25 AP50 AP100 AP150 MPJPE

5 5 87.25 95.51 98.75 99.50 17.84

3 3 29.77 81.92 94.24 98.48 32.86

3 5 46.48 90.16 97.36 98.76 26.25

cameras for inference and the whole set of cameras (5) for
training.

Table 7 shows the results of these experiments focus-
ing on the average precision (AP) measured at thresholds
of 25 mm, 50 mm, 100 mm, and 150 mm, along with the
MPJPE. Results of the model using the whole set of views for
training and inference are included for comparison purposes.

The results indicate that reducing the number of views
leads to a decrease in the model’s accuracy. However, even
with fewer views, the models still produce reasonably good
results, particularly when trained with a larger number of
views. Such a model provides comparable results to those
reported in [47] and [55], improving all the metrics in com-
parison with the model trained with 3 cameras.

The next section extends this evaluation of the influence of
using different combinations of inference and training views
on our model’s performance for the ARP Laboratory dataset.

4.4.2 Evaluation on the ARP Laboratory dataset

The proposed multi-person 3D pose estimation system has
also been evaluated using the ARP Laboratory dataset. Since
this dataset does not include a ground truth, the accuracy
metrics employed for the CMU Panoptic dataset can not be
applied. Instead, we use the reprojection error of the esti-
mated 3D for all the cameras. We trained four different
models using different sets of cameras at training and infer-
ence times: M6/6 which uses the six cameras for training and
inference; M2/6, which uses the six cameras for training and
the two ones mounted on the robot for inference; M1/6, that
was trained with the six cameras but only uses one of the
cameras of the robot at inference time; and M2/2 that uses
only the two cameras of the robot for training and inference.
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Fig. 4 Pose estimation results for 2 samples of the test sequences using our model (left images) and triangulation (right images). The ground truth
is shown in gray. Triangulation provides complete poses in the 2 samples

Mean and median reprojection error for the four models
and the six cameras (wall cameras: W0, W1, W2, and W3;
robot cameras: R0 and R1) using the two ARP Laboratory
sequences with 2 and 4 people are depicted in table 8. The
lowest reprojection error for the wall cameras is given by the
model M6/6. This model is the most reliable one since it uses
data from all the views. Despite models M2/6 and M2/2 using
the same cameras at inference time, there are very significant
differences in their behavior, which is reflected in the repro-
jection errors of the cameras of the walls. In particular, it can
be observed a very high error of M2/2 for the camera W 1.
Such a large error is produced when there is limited visibil-
ity of a person from the cameras used by the model. This is
the case with the second sample of Fig. 6, where the model
places the red skeleton far away from its actual position.
Besides this specific case, in general, the keyponts’ positions
estimated by model M2/2 differ from the estimates of model
M6/6 as observed in that figure. In contrast, the model M2/6

can estimate the pose of the person correctly, even though the
input of both models is common. Generally, the poses pro-
vided by the model M2/6 are very similar to those provided
by the model M6/6, as demonstrated by both Fig. 6 and the
reprojection errors in table 8. Finally, the model M1/6 shows
outstanding results considering it only receives information
from one of the cameras of the robot (R0). The model is capa-

ble of predicting complete 3D poses with similar accuracy
to model M6/6, producing comparable reprojection errors to
model M2/6

3.
The results of this experiment, along with the ones pre-

sented in the previous section, demonstrate that our system is
capable of providing good estimations with a reduced num-
ber of cameras, by simply considering the information of an
extended set of cameras during training. This is a significant
advantage for its application in autonomous robots, which is
the focus of the next section.

4.5 Evaluation in amobile robot

This experiment aims to show the application of the proposed
system in a mobile robot equipped with only two RGB cam-
eras. The main goal is to endow the robot with the ability to
estimate the complete 3D human poses with enough accuracy
to enhance the interaction between them.

Since the robot does not stay in a fixed location, the only
visual information it can use is that provided by its two
cameras. In the case of a mobile robot, triangulation is less

3 Bear in mind that, even though the reprojection errors are lower for
M1/6 than for M2/6 in four of the six cameras, non-visible people from
camera R0 (see the third sample of Fig. 6) are not considered in the error
computation of model M1/6.
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Fig. 5 Pose estimation results for 2 samples of the test sequences using our model (left image) and triangulation (right image). The ground truth is
shown in gray. In these samples, triangulation cannot provide complete poses due to an insufficient number of views for some keypoints

Table 8 Mean and median
reprojection error in the 6
cameras of the ARP Laboratory
for 4 models trained with
different numbers of train and
inference cameras

Model
Camera M1/6 M2/6 M6/6 M2/2

W0 14.65 / 11.26 14.35 / 11.00 10.28 / 8.23 45.73 / 26.85

W1 11.84 / 9.28 12.02 / 9.49 8.28 / 6.80 290.63 / 15.62

W2 14.02 / 10.68 14.04 / 10.55 11.12 / 8.41 29.78 / 21.86

W3 12.18 / 9.29 12.36 / 9.40 7.88 / 6.40 31.94 / 19.24

R0 6.69 / 5.27 7.06 / 5.34 8.98 / 6.97 4.50 / 3.37

R1 9.05 / 6.83 7.79 / 6.07 9.49 / 7.51 4.50 / 3.38

informative. The short baselines of robots’ stereo systems
rarely provide complete poses, and more importantly, they
can cause small deviations in keypoints’ image positions to
produce large 3D errors. Nevertheless, using only the data
captured by the two cameras to train the pose estimation
model does not provide reliable results, as shown in the pre-
vious section. For this reason, we use the model M2/6, which
only requires the information of the two cameras on the robot
at inference time, but uses the data from the four additional
wall cameras during training.

We have conducted two different experiments to validate
the effectiveness of the proposal. In the first experiment,
the robot remains static facing the location of a person at
2.75 meters from the front part of the robot. The 3D pose

of the person is recorded as they walk towards the robot
in a straight line, covering a distance of approximately 1.5
meters. Figure 7a illustrates the displacement of the person’s
two ankles (magenta lines), along with the position of the
robot (dark blue cross). The green cross in the map repre-
sents the initial position of the person and the red one the
position of the global frame of reference. Figure 7b displays
the displacement in meters of the coordinates (projected on
the floor plane) of some representative keypoints from the
initial position. As can be seen, the traveled distance for all
the keypoints goes from nearly 0 to roughly 1.5 meters. In
addition, the distance between symmetric keypoints presents
only small variations along the entire route (e.g. the standard
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Fig. 6 Pose estimation results from our proposal of four samples of the ARP Laboratory multi-person sequences. From left to right, the results
correspond to the models M1/6, M2/6, M6/6, and M2/2

deviation is 2.3cm for the hips and 0.64cm for the eyes),
which is indicative of the stability of the estimations.

The second experiment employs the same setup, with the
person remaining stationary while the robot approaches them
following a straight line covering a distance of 1 meter. Fig-
ure 8a shows the robot’s path (thick blue line), extracted
from its localisation system, and the position of the per-
son’s ankles, with the initial point situated between them.
Figure 8b displays the graphs depicting the distances from
the initial position of the person, at every instant, of the pro-
jection onto the floor of the same representative keypoints as
in the previous experiment. As shown in this figure, the dis-
tances remain almost constant, which is the expected result.
As in the previous experiment, the variations in the dis-

tances between symmetric keypoints are insignificant, with
values from 1.8cm for the ankles to 0.8cm for the hips, which
demonstrate the robustness and good accuracy of the model.

5 Conclusions

Multi-person 3D pose estimation is an important research
field with multiple applications. Deep learning is a power-
ful tool to learn human physiological priors. Nevertheless,
conventional deep learning solutions require large amounts
of labelled data. We propose a GNN to identify the views of
the different people in the scene and an MLP to estimate the
complete 3D pose of each person. Both networks are trained
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Fig. 7 Experiment maintaining the robot in a fixed position while a person walks 1.5 meters towards the robot. Only two RGB cameras are used
at inference time

Fig. 8 Experiment where the person remains still while the robot moves 1 meter towards the person. Only two RGB cameras are used at test time

using completely unannotated data. The unique requirement
for the training of each network is that each element in the
dataset corresponds to an individual person. Besides, both
networks use information that can be directly obtained from
the RGB images, so our approach only requires regular RGB
cameras.

Experimental results over our skeleton matching model
for the CMU Panoptic and the ARP Laboratory datasets show
outstanding model performance, which, as indicated in sec-
tion 4.3, yields nearly perfect values for all the clustering
metrics.

Regarding the accuracy of the 3D pose estimation model,
in comparison to VoxelPose, our proposal shows slightly

lower accuracy values over detected coordinates, with a mean
per joint precision error of 26.06mm. Nevertheless, it is
important to note, as investigated in Sect. 4.4, that there is
a significant difference between the detected 2D and the pro-
jection of the 3D ground truth in the CMU Panoptic dataset.
Using the projected 3D as a test set, without retraining the net-
work, we obtain a mean per joint precision error of 17.84mm
(slightly better than VoxelPose error). This disparity suggests
that our 3D pose estimator’s true accuracy might be higher
than the one obtained in the initial comparison. Furthermore,
the computational complexity of our system is significantly
lower than VoxelPose, making it an effective solution for
real-time applications. Despite real-time solutions already
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existing (such as [55]), from a qualitative perspective, the fact
that our approach does not rely on annotated data constitutes
a remarkable benefit over VoxelPose and other multi-person
and multi-view 3D pose estimation methods.

The experiments conducted in Sect. 4.5 illustrate the
advantages of training our models with a subset of cam-
eras for inference time. This approach enables the use of
the system in a mobile robot with only two RGB cameras
in real-time applications. As demonstrated in these experi-
ments, the system has sufficient precision to be used in social
robotic applications.

In future work, we aim to enhance the accuracy of our
estimator model by refining the training with hyperparameter
tuning. Additionally, we consider developing models trained
with data including intrinsic and extrinsic camera parameters
to pave the way to remove the need for scenario-specific
training. With this latter project, the model would be robot-
agnostic, allowing users to simply mount the cameras on
the robot, calibrate them, and run the system without any
training.

Supplementary information

The data and models that support the findings of this paper
have been made publicly available at https://www.dropbox.
com/sh/6cn6ajddrfkb332/AACg_UpK22BlytWrP19w_VaNa?
dl=0. The link contains both the preprocessed datasets and
pretrained models. The code is available in a public GitHub
repository at https://github.com/gnns4hri/3D_multi_pose_
estimator. Additionally, the experimental results utilize the
CMU Panoptic dataset [24] and a dataset compiled specifi-
cally for this research work. We deleted all information that
identifies individuals in compliance with the conditions set
by the ethics committee of Aston University.
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