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Chapter One: General Introduction

1.1 The purpose of vision and methods of its exploration

Vision responds to changes in light intensity over space and time. From luminance changes, the
general purpose of early vision is to ‘develop useful....descriptions of the shapes and surfaces that form the
image’ (Marr, 1982, p.41). Luminance contrast is the difference between a pattern’s maximum and minimum
luminance as a proportion of its mean luminance. Scenes are encoded by vision using this. Neurons in the
retina, Lateral Geniculate Nucleus (LGN) and striate cortex (also known as V1 or the primary visual cortex)
have receptive fields, which are selectively sensitive to particular patterns of contrasts. Fundamental roles of
human pattern vision are performed through feedforward and feedback networks between the LGN and VI,
and extra striate areas. From the retina onwards, the organization of the visual system is parallel and
hierarchical (Lennie, 1998). Extra-striate areas perform ‘higher’ visual functions, such as binocular disparity,
motion selectivity and colour processing. This thesis is concerned with psychophysical investigations into
functions thought to be of V1 and subcortical areas.

Neurophysiology, psychophysics, and more recently, brain imaging, have allowed us to create, test
and modify theories conceming the functional architecture of cortical and subcortical areas that determine our
visual perceptions. The invasive nature of most physiological studies prevent them from being performed on
humans (they are usually performed on monkey or cat), however, psychophysics has permitted detailed
models of human vision to be formulated by measuring human behaviour. Brain imaging bridges the gap
between the micro world of the neuron and the macro world of psychophysics.

Mechanisms involved with contrast processing in early vision are selectively sensitive to spatio-
temporal characteristics of a pattern, such as its frequency, phase, position and spatial orientation. Because of
such selectivity, it is popular to use sinusoidal grating stimuli in studies of early vision because their spatio-
temporal characteristics are simple and easily controlled, and they are mathematically tractable. Sinusoidal
gratings will be simply referred to as gratings from here. They are 1-D sinusoidal luminance modulations
across space and their contrasts are defined as the ratio between their amplitude and mean luminance. Their
spatial frequencies are defined as the number of periods modulated per unit visual angle (the unit usually
applied is cycles per degree) and their orientations are defined as the angle between vertical and the
orientation of their ‘stripes’. Gratings are often multiplied by a Gaussian function, which localises them in
space but spreads them in the Fourier domain. Such a pattern is known as a Gabor function and it closely
resembles the qualities of the visual receptive fields of a class of neurons in the visual system (Jones &
Palmer, 1987b, and see next section). (Though, strictly speaking, Gabor’s are 1-dimensional mathematical
functions, vision scientists have extended them to 2-dimensions). Every experiment in this thesis measured

the detectability of gratings in, or after, the presence of one or more other gratings.

1.2 Spatially tuned mechanisms in vision

Most of the work in this thesis is concerned with the processing of luminance contrast, spatial
frequency, and orientation in early vision (though temporal frequency and phase are addressed in chapter 6).

Contrast sensitivity as a function of spatial frequency (measured with grating stimuli) can be approximated by

15



an inverted U on log-log coordinates (Campbell & Robson; 1968); with the function peaking at around 3 to
5cpd. However, for over forty years it has been thought that the overall sensitivity of the visual sygte;rh i:g not
the result of a single broadband mechanism. Rather, contributing to the visual system’s general sens_it\ii\/\'i_’j&“ére'
a number of mechanisms selective to different narrow bands of spatial frequencies and orientations: Since
their responses to a given stimulus are dependent upon the spatial characteristics of that stimulus; they-are
said to be spatially ‘tuned’. The tuning functions’ shapes and widths have been estimated ‘in many
physiological and psychophysical studies. Their tightness is often summarised as a single figure known' as
‘bandwidth’. With reference to spatial frequency tuning, the bandwidth is usually reported at full-width; half-
height in octaves. With reference to orientation tuning, it is usually reported at half-width, half-height in
degrees. These terms and measures are used here.

A physiological study concermned with estimating spatial tuning characteristics typically involves
recording cell responses with an electrode. The electrode is inserted into a region of the visual pathway of a
non-human observer. Measurements are then taken whilst the animal is shown different patterns. Classes of
cells in the retina, LGN and striate cortex are receptive to spatial regions of 2-D visual space. These receptive
fields have areas that, when stimulated, either increase or decrease the firing rate of the cell from its
background level. The size, number and shape of these excitatory and inhibitory regions are a major factor in
determining a cell’s tuning to spatial frequency and orientation (e.g. Hubel & Wiesel, 1959; 1962, 1968).
Initially, the patterns shown to observers in the physiological studies were spots of light and lines (Kuffler,
1953; Hubel & Wiesel, 1962, 1968), but gratings are now favoured (e.g. Enroth-Cugell & Robson, 1966).
Maffei and Fiorentini (1973) found that the tuning of cat neurons to the spatial frequency of gratings is
progressively narrower, moving up the visual pathway from the retina, to the LGN, and then to the striate
cortex. Very similar results were shown by DeValois et al. (1982) for macaque. The responses of cortical
neurons to contrast, as a function of spatial frequency, can be approximated as inverted U’s on log-log co-
ordinates. As the preferred spatial frequency of these mechanisms increases, their bandwidths decrease
(Tolhurst & Thompson, 1981; DeValois et al., 1982) from around 2.5 to 1.25 octaves at full-width, half-
height (with the average being about 1.4 octaves). With regard to orientation tuning, though it is practically
absent in subcortical areas (e.g. see Passaglia et al., 2002 for a review), it is a prevalent characteristic of
neurons in the striate cortex (Hubel & Wiesel, 1962; 1968; DeValois et al., 1982; Jones et al., 1987). The
orientation bandwidths of these decrease with an increase in their preferred spatial frequency from about +30°
to about +15° at half-width, half-height (DeValois et al., 1982).

Early physiological investigations into the spatial selectivity of visual mechanisms led some authors
to deduce that simple V1 receptive fields serve to encode spatial features directly. It has been found that this
is not the case, however. Fourier’s theorem shows that any 1-D pattern can be expressed in terms of sine
waves with different spatial frequencies, amplitudes and phases. This is also the case for 2-D patterns when
the vertical and horizontal components of the sinusoids are analysed. It has become apparent that visual
mechanisms are excited by characteristics of these sinusoids, such as limited ranges of their spatial
frequencies and orientations. For example, Kelly (1976) noted that the fundamental sinusoids in a
checkerboard pattern are oriented +45° from the edges of the checks. He showed the psychophysical
thresholds for checkerboards are determined by these sinusoidal components rather than the edges. Measuring
V1 responses to such patterns, DeValois et al. (1979) added support to this. In addition, Maffei et al. (1979)

and Pollen and Ronner (1982) measured the responses of V1 neurons to drifting square wave gratings. They
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found that when the cell’s preferred spatial frequency was three times the spatial frequency: of the grating, its
modulated response had three times the periodicity of the square wave’s fundamental frequency. In other -
words, the cells responded to the third harmonic of the gratings. : .

In the 1970°s and 80’s, many psychophysical experiments.were performed in which the spatial
frequency and orientation selectivities of visual mechanisms were estimated. Typically,these:investigated
how a pattern’s contrast detection threshold was affected if the pattern was shown in-the presence of; or after,
another pattern. Three of the most widely used psychophysical ‘tools’ are subthreshold-summation, selective
adaptation and simultaneous masking. These are briefly described here, though much of the discussion of
adaptation is witheld until chapter 7 whilst masking receives extensive coverage later in this chapter and
throughout this thesis.

In subthreshold summation experiments, it is typical for the detection thresholds of two patterns to
be measured independently, after which the threshold of one (the test) is measured in the presence of the other
pattern which is presented below its own detection threshold. The extent by which the subthreshold pattern
lowers the detection threshold of the test pattern indicates the extent to which the two stimuli excite the same
detecting mechanism. When spatio-temporally superimposed gratings are sufficiently different in terms of
their spatial frequencies (e.g. Campbell & Robson, 1968; Graham & Nachmias, 1971) or orientations
(Phillips & Wilson, 1984; Georgeson & Shackleton, 1994; Meese & Williams, 2000), they are each detected
at their individual detection thresholds, that is, they do not sum to threshold. This is indicative of the gratings
exciting different channels.

Selective adaptation is the term given to the procedure and consequence of exposing an observer to a
phase-shifting (adapter) pattern for a prolonged period of time. It is usually measured in terms of the degree
to which the contrast sensitivity to a subsequently viewed (test) pattern is altered. It differs from conventional
after-images since, by shifting the adapter patterns across observers’ visual fields, local light adaptation is
averaged out (Jones & Tulunay-Keesey, 1980; Kelly & Burbeck, 1980). The amount by which an adapter
grating increases the detection threshold of a test grating tends to reduce as the difference between the two
patterns is increased with respect to their spatial frequencies (e.g. Pantle & Sekuler, 1968; Blakemore &
Campbell, 1969a; Graham, 1972; Georgeson & Harris, 1984) or orientations (e.g. Gilinsky, 1968; Mayo et
al., 1968; Sekuler et al., 1968; Blakemore & Campbell, 1969a; Blakemore & Nachmias, 1971; Movshon &
Blakemore, 1973; Greenlee & Heitger, 1988; Greenlee et al., 1988; Maattanen & Koenderink, 1991;
Snowden, 1992). Measuring the width of the tuning function produced by plotting test contrast against the
manipulated spatial characteristic provides insight into the test detecting mechanism’s tuning bandwidths.

The term ‘masking’ covers a range of experimental paradigms (for review see Breitmeyer, 1984),
which may probe quite distinct mechanisms. Typically, it is the name given to the (usually detrimental)
interference in detectability of one stimulus (the test) by another (the mask). One reason for the widespread
use of masking is that masks can raise test thresholds by a factor of ten or more (by comparison, subthreshold
summation produces effects that are in the region of a factor of two). Adaptation and masking differ primarily
in time-course and test onset (see chapter 7). Like an adaptor, a mask tends to produce greater effects - the
closer it is to the test in terms of spatial frequency (e.g. Greis & Roehler, 1970; Stromeyer & Julesz, 1972;
Legge, 1978; Legge & Foley, 1980; Henning et al., 1981; Wilson et al., 1983; Daugman, 1984; Anderson &
Burr, 1985; Henning, 1988) or orientation (e.g. Campbell & Kulikowski, 1966; Daugman, 1984; Phillips &
Wilson, 1984; Harvey & Doan, 1990). Test contrast plotted as a function of the manipulated spatial

characteristic produces masking functions that can be used to estimate mechanism bandwidth.
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1.3 Early models of masking

Masking functions do not provide a direct estimate of the test detecting mecha_r\xi\s_m’g’:' t'umng\?w\\"\
bandwidth. Rather, a model of masking is required which allows a gauging of how the magnitude o_f“masking
reflects the mechanism’s sensitivity to the mask. A central assumption underlying the estimates was that
threshold elevation occurs only when test and mask are processed by the same ‘detecting mechanism; which
operates independently from, and in parallel to, other mechanisms (i.e. there is a single processing stage). For
many years, a widely used model of masking supposed an initial quasi-linear filtering stage followed by a
nonlinear transducer and additive noise (Wilson, 1979; Legge & Foley, 1980). The transducer is sigmoidal in
that it accelerates for low input levels and becomes compressive for moderate input levels and above. This
reflects the contrast response characteristics of a simple cell (e.g. Movshon et al., 1978b; Albrecht &
Hamilton, 1982; Sclar et al., 1990). If the test detecting mechanism is substantially responsive to both test and
mask stimuli then it is driven into the compressive region of its output characteristic. After this, the detection
threshold of the test increases with mask contrast and it is this that is termed masking. The positive
correlation between masking and mask contrast is consistent with abundant psychophysical data (e.g. Wilson,
1979; Legge & Foley, 1980; Georgeson & Georgeson, 1987; Snowden & Hammett, 1998). One notable
feature is that the widths of the masking functions are much broader than the bandwidths of the underlying
mechanisms implied by the modelling. This is because of the effectively compressive region of contrast
transduction that each mechanism is considered to have. Nachmias referred to this model in the title of a
paper as the ‘standard model’, which reflects the high regard that it was once given.

In the above model, neural noise is zero mean, unit variance and additive. The transducer’s
compressive region, however, could be explained if the quantity of noise was positively correlated with signal
strength (i.e. multiplicative; Tolhurst et al., 1983). This possibility is consistent with physiology that has
shown the standard deviation of the spike count from cat VI neurons to increase with stimulus contrast
(Tolhurst et al, 1981; Tolhurst et al., 1983). A model with this characteristic is equivalent to the one
described above in many circumstances (Wilson, 1980; Legge, 1984; Gorea & Sagi, 2001; Kontsevich et al.,
2002). Yet another possibility is Pelli’s (1985) suggestion that the transducer’s accelerative region could be
alternatively explained if the observer was considered to be uncertain as to which visual mechanisms to
monitor for test detection.

‘Channels’ and ‘filters’ are terms used throughout this thesis. The detecting mechanism described
above will be referred to as a channel. It is the quasi-linear mechanism that is followed by some form of
nonlinearity. The term ‘filter’ will be used to refer to the quasi-linear mechanism on the front end of a channel
and can be conceptualised as reflecting the function of a neuron’s receptive field.

The model assuming additive noise and the model assuming multiplicative noise are both ‘within-
channel” models of masking. That is, masking is a consequence of the mechanism detecting the test also
detecting the mask. In these models, masking is due to the masks producing a reduction in the signal to noise
ratio for the test. Within-channel masking is discussed in terms of the sigmoidal transducer throughout this
thesis, but the arguments apply equally for the model characterised by multiplicative noise.

The transducer functions were estimated by superimposing a test grating on a spatio-temporally
similar (or matched) mask grating and measuring test detection at a range of mask contrasts (Nachmias &

Sansbury, 1974; Legge & Foley, 1980; Wilson, 1980; Wilson et al., 1983; Phillips & Wilson, 1984). Test
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detection is typically facilitated by low contrast masks and Suppressed by higher contrast masks. In other

words, a plot of contrast increment threshold ‘against mask contrast (TvC functions) produces a contrast

masking function that is often referred to as a ‘dipper function? (Nachmias & Sansbury, 197’4,’, Legg_e,.\‘&\,Eb\ ey,
1980), examples of which appear in Figs. 5.2 to 5.4 of chapter:5:and Fig. 6.3 of chapter 6. The upper-~région
of a dipper function where masking occurs is a power function with=an exponent typically < 1 (1
corresponding to Weber’s law) (Legge & Foley, 1980; Legge, 1981; Swift"& Smith;#1983; Zenger & Sagi,
1985). (Though Greenlee & Heitger, 1988, reported the exponent > 1.) The within-channel'model of masking
typically takes the form:

ri=ctl(z? + ¢ (1.1)

where 1, is the response output of the nonlinearity of the test detecting mechanism and ¢, is the
contrast response of a linear filter selectively tuned to the test component. The constant z has a value greater
than 0 and is usually termed the semi-saturation constant because, for p = g, when ¢, = z, r, reaches a value
that is half of that at which it saturates. (Though p was not constrained to equal ¢ in any of the models
presented in this thesis, z is termed the semi saturation constant here for convenience). The slopes of the
accelerative and compressive regions of the sigmoid are controlled by the values of p and g respectively.
Typical estimates of these parameters are p > 2 and p > (g + 0.3). Because the upper region of the masking

function (the dipper function) is dominated by ¢,, Eqn. 1.1 becomes

ry — Ctp—q (12)

Discrimination thresholds (Ac,) are approximately proportional to the reciprocal of the first derivative of r,

with respect to ¢;:

Ac; ~ (dr,/ de,)! (1.3)

dr,/ de,= (p - q) ¢! (1.4)

therefore:

Ac,~ ¢, P9 (1.5)
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In other words, the log-log slope of the ‘dipper handle’ (the part of the slope where test thresholds ‘

are raised) is approximately equal to 1 - (p - ¢), which is equivalent to about 07

As mentioned, the within-channel model of masking has been used in estimating channel Il\.l\n’i\l\l\:g_“ .

widths. In considering pathways sensitive to the vertical orientation, Wilson et al., 1983, estimated (foveal)
vision to be served by at least six pathways tuned to different bands of spatial frequency, with peak
sensitivities ranging from 0.7cpd to 15.0cpd. They showed the bandwidth of the ichannel’s:tuning functions
was dependent on the spatial frequency to which they exhibited peak sensitivity.. They:ranged.from 2.5
octaves at low frequencies to around 1.25 octaves at high spatial frequencies. Phillips and Wilson (1984) used
masking and the ‘single processing stage’ approach in estimations of orientation half-bandwidths which
averaged around 20deg and increased with decreasing spatial frequency to which the channels were most
sensitive; they were about 30deg for channels tuned to low spatial frequencies (0.5deg) and about 15deg for

channels tuned to high spatial frequencies (11cpd).

1.4 The within-channel model is challenged

Around 30 years ago, findings began to emerge from some masking and adaptation studies that were
inconsistent with the independent channels hypothesis. For example, using forced choice procedures it was
shown that a fundamental mask of moderately high contrast with sub-threshold third harmonic test could be
discriminated from the mask alone (Stromeyer & Klein, 1974; Nachmias & Weber, 1975; Tolhurst &
Barfield, 1978; Lawden, 1983; Georgeson & Georgeson, 1987; Hess & Pointer, 1983). Adaptation studies,
which used complex gratings containing more than one spatial frequency or orientation, also-questioned:the
independence of channels. They showed that less threshold elevation was produced by composite adapting
stimuli at either spatial frequency or orientation, than when the individual components were adapted to'alone
(Tolhurst, 1972; Nachmias et al., 1973; Stecher et al., 1973; Tolhurst & Barfield, 1978; Georgeson, 1980).
These two groups of studies showed that the detection of a test component could be markedly affected by the
presentation of a component that differed substantially from the test in its spatial characteristics. It was
difficult to see how these results could be reconciled with what was known about the spatial bandwidth of
detecting mechanisms without acknowledging interactions between these mechanisms.

Within-channel models of masking emerged from the masking data produced when test and mask
were similar in their spatio-temporal characteristics. As already discussed, the nonlinear transducer function
describing within-channel masking (Eqn. 1.1) is sigmoidal; it has an accelerative region followed by a
compressive region. It predicts that as the input of mask contrast to the test detecting mechanism is increased,
the mask first facilitates and then suppresses test detection. Such ‘dipper’ functions have been shown many
times psychophysically when the test and mask are very similar. Contradicting the within-channel concept of
masking however, are TvC (test contrast versus mask contrast) functions measured when tests and masks
have differed in their spatial or temporal characteristics. These have not supported the idea that masking and
facilitation are due to a common process. For example, Georgeson and Georgeson (1987) showed that if the
test and mask were not presented at exactly the same temporal position (the mask was presented either
slightly before or slightly after the test), then though masking remained intact, facilitation was abolished. In
addition, when test and mask differ substantially in spatial frequency (Tolhurst & Barfield, 1978; Legge &
Foley, 1980; Ross & Speed, 1991) or orientation (Ross & Speed, 1991; Ross et al., 1993; Foley, 1994a;
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Zenger & Sagi, 1996; Foley & Chen,1997;-and see next éection), masking again remains intact whiléf,

facilitation is abolished.

1.5 Foley’s tests of the within-channel masking model

Foley (1994a) (see also Foley & Boynton, 1994) tested the adequacy:of the. within-channel'model-at
predicting the effects of simultaneous masking on test detection when:test and-mask differed:(widely)=in
orientation. A 2-AFC simultaneous masking paradigm used grating stimuli that were matched in spatial
frequency and temporal duration at 2cpd and 33ms respectively. The effect of a variable contrast full-field
mask on the detection of a Gabor test was manipulated by increasing the orientation difference between the
two stimuli from Odeg to 90deg. The within-channel model predicts that an increase in this difference causes
the dipper function to be shifted horizontally by a multiplicative constant whilst remaining unchanged in
shape. Foley found however, that facilitation only occurred when the difference was small (up to around
15deg) and substantial masking occurred at all relative orientations including orthogonal. Further, as the
difference was increased, the masking range of the TvC function changed from being slightly concave
downward to being shallower and more linear. As discussed in the last section, similar results have also been
reported by others (e.g. Ross & Speed, 1991; Ross et al., 1993).

In a second test of the within-channel model, Foley (1994a) superimposed vertical test and variable
contrast pedestal mask Gabors with a full-field fixed contrast mask whose orientation was manipulated
between Odeg and 90deg. The within-channel model predicts that regardless of orientation, adding the fixed
contrast mask causes the TvC function to be shifted horizontally by an additive constant. Because:the model
combines test and mask inputs by a linear operation, it predicts that the addition of the ‘mask ‘would-not
change the shape of the function. However, the functions measured with and without the mask wereof-a
different shape, causing them to cross. The fixed contrast mask produced an elevation in test thresholds ‘when
pedestal contrasts were low whilst when they were high, thresholds were substantially lowered. The:fact:that
the masking function still had a dip when the fixed contrast mask contributed to it was of particular interest.
This dip has been shown by myself (see chapter 5) and by others (e.g. Ross et al., 1993). If the within-channel
model of masking was correct, then it would be expected that the fixed-contrast mask would push the
operating characteristic of the transducer past its accelerative range and into its compressive range. The
consequence of this would be that the masking function would have no dip (since the dip is due to the
transducer’s accelerative range).

Foley (1994a) showed that though the within-channel model did well at predicting the masking that
was produced when test and mask were matched in orientation, its predictions were substantially weaker
when their orientations differed. The main reason for the poor fits was the model’s feature of linearly
combining the inputs from test and mask components in a single channel. Foley (1994a) noted that a better fit
could have been achieved with the model if it had been assumed that, as the difference between test and mask
orientation was increased, different channels with different parameter values were responsible for test
detection (that is, the test detecting mechanism changed even though the test did not). Foley was confident
that this was not the case however, because he found no evidence that the percept of the stimuli changed or

scallops appeared in the TvC functions as the difference between test and mask orientations was increased.
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Rather, his data suggested that the test-and mask stimuli were processed by the same mechanism (or a set of

similarly tuned mechanisms) and a well fitting-model'would need to encapsulate channel interactions.

1.6 Foley’s models of human pattern masking

As discussed in the previous section, Foley (1994a) showed that mask componenfs remote in
orientation to a test component could substantially raise the detection threshold of the test pattern.
Physiological studies have also provided support for cross-orientation suppression. Typically in such a study,
a neuron’s response to superimposed test and mask gratings is measured. The test’s orientation is matched to
that which is preferred by the neuron, whilst the orientation of the mask is orthogonal to that of the test.
Though a typical neuron in the striate cortex is highly responsive to a grating having the orientation preferred
by that neuron, it shows no contrast response to a grating orthogonal to that preferred (e.g. Campbell et al.,
1968). However, of particular interest is that neuronal response to an optimally oriented test is suppressed by
the superposition of an orthogonal mask (Bishop et al., 1973; Morrone et al., 1982; Bonds, 1989; Bauman &
Bonds, 1991; Crook & Eysel, 1992; DeAngelis et al., 1992; Sengpiel & Blakemore, 1994; Carandini et al.,
1997, Crook et al., 1998; Sengpiel et al., 1998; Allison et al., 2001). Such suppression has also been shown
when test and mask are remote in spatial or temporal frequency (Morrone et al., 1982; Bonds, 1989, 1991;
Bauman & Bonds, 1991; DeAngelis et al., 1992; Geisler & Albrecht, 1992; Allison et al., 2001) or spatial
position (see appendices 1 and 2 for reviews).

Cross-orientation suppression has often been referred to as ‘cross-orientation inhibition” (Morrone at
al., 1982). This is because it is thought that a VI neuron, having a preferred orientation, is inhibited-by-the
responses of a ‘pool’ of V1 neurons with different preferred orientations; the fundamental tenet of this being
that channels interact. This mutual inhibition between neurons (Robson, 1988; Bonds, 1989) has been shown
to be divisive (Albrecht & Geisler, 1991; Heeger, 1992a), meaning that masks have the same affect as
dividing test contrast by a weight which is proportional to the contrast of the masks. In considering
interactions between cat striate neurons, Heeger (1992a) formulated the first model characterised by divisive
inhibition operating across spatial frequency and orientation selective units. In his normalisation model, each
neuron has an accelerating nonlinearity but is also divisively inhibited by a pool of responses of other
neurons.

Inspired by Heeger’s (1992a) work, Foley (1994a) attempted to describe the processes underlying
the orientation masking data that he had gathered. He did this by extending the within-channel model of
masking in light of what had been speculated about divisive inhibitory pooling.

The equation describing a within-channel model of masking is repeated here from earlier:

Iy — Ctp/ (Zq + Czq) (15)

where r, is the response output of the nonlinearity of the test detecting mechanism and ¢, is the contrast
response of a linear filter selective for the test component. Z is the semi-saturation constant. A property of this

model is that the mask can only produce masking when it excites the detecting mechanism.
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The within-channel model is easily extended to accommodate cross-channel effects by introducing

further terms . These represent the contribution of the contrast of the mask components which do not excite .

the test detecting channel but which do suppress the test. ‘The'model can be expressed as:

=cf/ (7 +cf + Z()/,q)) (1.6)

Note that this and the within-channel model are identical when the mask components excite only the test
detecting mechanism. Models having the property that masking can be produced by masks that do not excite
the test detecting mechanism are referred to here as ‘cross-channel’ models of masking. A related, but less
formal term that is used here is ‘remote masking’. This is used without reference to any specific model, but to
describe situations in which mask and test stimuli are so different that it seems unlikely that they would
stimulate a common detecting mechanism.

Foley (1994a) formulated two models of cross-channel masking in attempting to gain insight into the
data described in the last section. He referred to these as model 2 and model 3. In this thesis they are referred
to as Foley 2 and Foley 3 and are discussed and described mathematically and pictorially in chapter 5. In his
models, and in their developments (chapter 5), levels of masking are predicted by the Fechnerian notion (e.g.
see Boynton & Foley, 1999) that to detect a test in the presence of a mask, the response of the mechanism
used for detection must be greater than its response to the mask presented alone by a constant increment
(termed & in the modelling). This assumption has been used many times previously to model contrast
discrimination (Legge & Foley, 1980; Foley & Yang, 1991; Foley, 1994a; Foley & Chen, 1997; Boynton &
Foley, 1999; Boynton et al. 1999; Dannemiller & Stephens, 2000). The models were not designed to account
for effects of phase and spatial frequency, or probability summation across mechanisms. They attempt to
describe data as a set of mathematical functions and are specified in terms of experimental stimulus
components, rather than the outputs of multiple psychophysically or neurophysiologically derived filters. This
is unlike some other models of divisive inhibitory interactions, which have quantified their mechanisms by
assuming the number and bandwidths of spatial filters (Teo & Heeger, 1994; Watson & Solomon, 1997).
Foley’s (1994) models postulate that pattern mechanisms have both a linearly summed excitatory input and a
divisive inhibitory input. If there is no mask present, the response of the test detecting rnechanism is its
rectified excitation raised to an exponent (p) and then divided by a divisive inhibitory input limited at low
levels by an additive constant (z). Foley 2 and 3 differ in their treatment of test and mask inputs to the
divisive inhibitory pool. The inputs are raised to an exponent (¢) before summation by Foley 3 (as in Eqn.
1.6) and after summation by Foley 2 (not shown here).

Foley fit his models to data gathered from several pattern masking experiments, which enabled the
values of their (free) parameters to be determined. From this analysis it is clear that in his model, the
orientation tuning of divisive inhibition is much broader than that of excitation. On the other hand, it has been
noted that the breadths of excitatory and inhibitory tuning are approximately the same at high spatial
frequencies (Boynton & Foley, 1999). Like Georgeson and Georgeson (1987), Foley concluded that different
processes underlie masking and facilitation; he deduced that facilitation comes frorn masker excitation whilst

masking comes from divisive inhibition. This fits well with observations that facilitation is far more
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dependent on the spatio-temporal characteristics of the stimuii/ than is masking (assuming that masking pools
across many mechanisms). ” ’

Foley’s models have been used as the basis for describing a wide variety of maskihg_}ﬂdét_aif!b i-?d .
and co-workers (Foley, 1994a, 1994b, 1996; Foley & Crites, 1997; Foley & Chen, 1997; Foley & Schwartz, ‘
1998; Boynton & Foley, 1999; Foley & Chen, 1999; Chen et al., 2000a, 2000b), and by others (for example:
Watson & Solomon, 1997; Snowden & Hammett, 1998, Itti et al., 2000).

1.7 Other models of divisive inhibition

From the initial proposals (e.g. Blakemore et al., 1970) to quantitative models (see below), lateral (or
intracortical) inhibition between cortical neurons is the dominant theory of filter interactions in early pattern
analysis. All of the models are similar in that they describe mechanisms: as receiving a broadly tuned divisive
inhibitory input (or ‘pool’) with an excitatory input from a linear receptive field. Some differ in their
architecture and many are concerned with describing different phenomena.

Foley’s (1994) models, which were published after Ross and Speed’s (1991) model, are the most
developed that have been formulated to predict masking data produced with grating stimuli. The majority of
the work in this thesis is concerned with measuring masking using grating stimuli. For this reason, Foley’s
models are considered in some detail here.

Other models incorporating a divisive inhibitory pool differ from Foley’s in where their emphasis is
placed. For example, the models of Teo and Heeger (1994) and Watson and Solomon (1997) are image
driven, that is, they can accept any grey level image as input. Olzak and Thomas’ (1991) predicts spatial
discrimination data whilst Itti et al.’s (2000) is concerned with simultaneously predicting contrast and spatial
discrimination data. All of these are feedforward models. In contrast, a feedback network was originally
considered by Heeger (1991, 1992a) in describing cat neuronal responses (though his mathematical
implementation was, in fact, feedforward). Wilson and Humanski (1993) focused on the time course of
adaptation and presented what they thought was evidence for a feedback model. However, Hammett ‘and
Snowden (1995) pointed to flaws in the stimulus design used by Wilson and Humanski (1993), and have

presented convincing evidence that their data is not indicative of feedback architecture.

1.8 Why cross-channel models of masking are important

It can no longer be considered that channels act independently, but why do they interact?
Interconnections have been credited for important computations in form and motion vision, texture perception
and stereopsis. One purpose of channel interactions that has received a great deal of attention is contrast gain

control. An important phenomenon that has driven work in this area is:

e The contrast response functions of cortical neurons saturate but their selectivity remains invariant with

contrast (Albrecht & Hamilton, 1982; Sclar & Freeman, 1982; Li & Creutzfeldt, 1984).
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The reason for this has been shown to be that:

e Neurons do not saturate at a fixed firing rate determined by the electrical properties of the cell, but ata

rate that is stimulus dependent (Maffei et al., 1973; Dean, 1981; Albrecht & Hamilton, 1982).

The effective contrast of stimulus patterns on the visual system is referred to as contrast gain (e.g. Foley &
Chen, 1997). Its control means that the limited dynamic ranges of cortical neurons do not*compromise
contrast vision. That is, ‘population codes’ are protected despite neuronal saturation. One example of this is
the (almost) contrast invariance of orientation tuning (Sclar & Freeman, 1982; Carandini et al., 1997). The
models described in the last two sections can explain contrast gain control. They describe how a channel’s
response to a preferred stimulus can be suppressed (divisively inhibited) by superimposing an additional
stimulus. The suppression has been shown to be largely nonspecific to stimulus dimensions (e.g. spatial
frequency, orientation etc.). Thus, the excitation of every channel is divided by a quantity that is proportional
to the activity of a large number of channels. This dynamic mechanism normalises cortical responsiveness
around an area of mean contrast. Studies have shown how adaptation can influence the operation of gain
control. For example, adapting to a high contrast grating causes a shift in the semi-saturation of the S-shaped
contrast-response function of cortical neurons so that they are centred over higher contrasts (Ohzawa et al.,
1982, 1985; Albrecht et al., 1984; Saul & Cynader, 1989a, 1989b; Bonds, 1991). Contrast gain control is
thought to originate in V1 because lateral geniculate responses do not reflect its characteristics (Movshon &
Lennie, 1979; Ohzawa et al. 1985, Albrecht & Hamilton, 1982; Li & Creutzfeldt, 1984). For example, visual
neurons in the LGN do not saturate.

Non-linear normalization or gain control circuits have also been shown to play major roles in
refining spatial frequency (e.g. Baumann & Bonds, 1991) and orientation (e.g. Sillito, 1975, 1979)
specificities of cat visual mechanisms (for reviews, see Somers, 1995, Vidyasagar et al., 1996, Sompolinsky
& Shapley, 1997, and Ferster & Miller, 2000). Moreover, it has been theorised that they may be responsible
for many aspects of contrast detection and discrimination in masking and adaptation paradigms, and in other
psychophysical tasks, such as texture (Graham, 1991; Graham et al., 1992; Bergen & Landy, 1991) and
spatial discriminations (Olzak & Thomas, 1991; 1992a; 1992b and Clifford et al., 2001; though see
Westheimer & Gee, 2002).

1.9 Thesis Preview

The initial aim of the work in this thesis was to investigate effects of spatially remote masks. This
was to provide insights into how channels tuned to different spatial frequencies and orientations might
interact. This led to tests of masking models, each of which feature a divisive inhibitory pool. The range of
inputs into this pool and the summation rules applied within it were investigated. Fig. 1.1 shows how the
sections of this thesis are related.

The experimental sections are chapters 3 to 7 and appendix 1. Chapter 2 describes the general
methods used in the experiments.

Chapter 3 shows several remote masking effects. Of particular interest was a final experiment in

which the masking from patterns with two components that were remote in orientation from the test, appeared
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to be due to the linear sum of their component contrasts. Chapter 4 builds on this finding and shows that the

result holds across a range of mask contrasts. Foley 2 fits the data well whilst Foley 3 is rejected. In chapter 5, -

a new model is introduced which is a hybrid of Foley’s two models. This model reconciles Fol,e,y.’é \dét\a\' with
those in chapter 4. An experiment is then devised which provides further tests for the models. Important
differences between observers’ data prompts the development of a series of modifications to the models,
which improve the fit to the data.

The aim of chapter 6 was to investigate whether Phillips and Wilson (1984), in their classic study of
orientation tuning, may have mis-estimated channel bandwidth because of their use of a within-channel
masking model. Orientation masking was measured for a greater range of test-mask orientation differences
than had previously been investigated. Substantial phase-insensitive masking occurs at all relative
orientations and evidence was provided that is consistent with this being due to cross-channel rather than
within-channel masking. The cross-channel masking effects clearly show the need to reappraise the
bandwidth estimates made by Phillips and Wilson (1984).

Chapter 7 extended the line of enquiry developed in chapter 4, which was shown there to distinguish
between cross-channel models of masking. By devising related experiments using the adaptation paradigm,
the aim here was to provide further tests of whether the masking was cross-channel or within-channel.
Unfortunately, this line of enquiry delivered much less insight than the masking experiments of the earlier
chapters.

Appendix 1 sets out some ideas and pilot work concerning how the enquiries of chapters 3 to 5 could

be extended to investigate masking effects across spatial position.
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Fig. 1.1. A schematic illustration showing how the sections of this thesis are related.
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Chapter Two: General Methods of Research

2.1 Chapter Introduction

This chapter provides a description of the general methods that were employed throughout the
experimental work presented in the forthcoming chapters. Deviations from these will be reported in the

relevant sections.
2.2 Stimuli

The stimuli were patches of luminance modulation. Each stimulus was the product of a signal and a
windowing function. The signal was either a sinusoidal grating, or a plaid made from the sum of two
sinusoidal gratings. A fixation point was positioned at the centre of the display and was visible throughout all
of the experiments. All of the stimuli were centred on this point and the majority of the sinusoidal patterns
used were in sine phase with this point (exceptions to this are noted in the relevant sections). All tests and
masks were circular whereas adapters covered the whole of the rectangular display screen. Brief descriptions |

follow of the types of stimulus pattern and windowing that were used.

Sinusoidal gratings

Sinusoidal gratings are visual patterns whose luminance varies sinusoidally in one direction whilst
remaining constant along any line running perpendicular to that direction. The luminance profile of the

sinusoid can be formally expressed as:

L(x,y) = Lo[1 + m.cos2nfx + ¢)] (2.1)

where x and y are positional coordinates, L is luminance, and L, is mean luminance. The variables f'and ¢ are
the sinusoid’s frequency and phase respectively. The number of times a sinusoidal grating’s wavelength is
repeated in a unit distance is its spatial frequency. Most commonly, the unit of distance is a degree of visual
angle, thus spatial frequency is described in cycles per degree (cpd). Spatial phase is the position of a
grating’s sinusoidal luminance profile relative to a fixed point (origin). When a grating’s peak luminance
occurs at the origin, the grating is sometimes described as being in cosine phase (with the origin) and when it
occurs at 7/2 radians from the origin, it is sometimes described as being in sine phase.

The amplitude (half peak-to-peak) of the sinusoidal grating defined in E