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Abstract

Building an interest model is the key to realize personalized text recommendation. Previous interest models neglect the fact that a user may have multiple angles of interests. Different angles of interest provide different requests and criteria for text recommendation. This paper proposes an interest model that consists of two kinds of angles: persistence and pattern, which can be combined to form complex angles. The model uses a new method to represent the long-term interest and the short-term interest, and distinguishes the interest on object and the interest on the link structure of objects. Experiments with news-scale text data show that the interest on object and the interest on link structure have real requirements, and it is effective to recommend texts according to the angles.
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1. Introduction

A key issue in personalized text recommendation is how to construct an appropriate user model to represent and adapt to user interests and then recommend texts according to the model. So a user model is often constructed by using personal reading history.

The keyword-based methods are the most commonly used methods to represent user interests [12, 13, 14, 19]. Keywords are extracted from text or provided by users, e.g., in iGoogle. Keywords are often calculated with weights [15], e.g., tf-idf [16, 20, 31]. Relevant texts are recommended through the techniques on words’ weights, e.g. using cosine [16] or collaborative-filtering [3, 18, 21]. Keywords can also be organized into topics to select the texts close to the interested topics [7, 8]. There are other kinds of keyword methods. Histogram methods use histogram to analyze the statistics of keywords [20, 22]. The tag methods allow a user to assign a text with personalized tags or well-designed evaluating indicators to indicate the user’s interest in the text [23, 33], and then use collaborative filtering to analyze user evaluations [39].

The background knowledge methods incorporate concept hierarchies, ontology or encyclopedic knowledge to analyze a user’s interests and help users express requirements [29, 34, 35, 36]. For example, Google News gives structured categories and recommends texts based on the categories. The interested domains sometimes are fixed and sometimes evolve with interests [28].

The network methods represent text as one or several networks where concepts or basic text units (e.g., words, concepts, sentences, paragraphs or texts) are considered as weighted nodes and edges between nodes are established if some conditions are satisfied (e.g. co-occurring) [19, 24]. A node’s weight often represents the degree of preference or significance.

A key limitation of the previous methods is that they essentially neglect the angle of user interests. A user can have multiple angles of interests, and different angles correspond to different sets of interested texts.

Some angles of interests have been addressed in previous works. Some text recommendation systems classify angles in term of domains, e.g., Yahoo news. However, using background methods, a user may receive a broad range of texts in the interested domains that they are not interested in [1]. Some systems incorporate
long-term and short-term interests. The systems ask user to label words or concepts with “long-term” or “short-term”, or require users to provide some long-term/short-term interests for extracting features, or consider stable interested domains as long-term interests and fast-changing interested domains as short-term interests [9, 10, 31]. However, users sometimes need more precise services than domain-oriented recommendation and often request the system to discover the long-term/short-term interests automatically. Some systems train long-term/short-term models based on the distribution of words [38]. However they do not consider the connections between keywords.

There are other angles that previous researches have neglected, for example: (1) a user may be interested in the texts focusing on a specific object (a person, a place, etc.). If a user is interested in an object, any text concerning the object meets the user’s need no matter what event the objects are involved in. For example, a user who is interested in US president Bush is interested in the texts related to Bush no matter what event the text describes, and (2) a user may be interested in a link structure of objects that contains not only objects but also the links between objects. Different link structures of the same set of objects may indicate different events. For example, given two reading histories $h_1$ and $h_2$ of two users $u_1$ and $u_2$, some texts describe the tax policy of president Bush and some describe the activities of Bin Laden in Sudan in $h_1$ while the texts in $h_2$ only describe the 911 attack. Neither of the two parts in $h_1$ directly relate to 911-attack. Bush and Bin Laden are more closely linked in $h_2$ rather than in $h_1$. The interests reflected by $h_1$ and $h_2$ separately match two link structures illustrated in Fig. 1, where $S_1$ is the partial link structure of the objects in history $h_1$, and $S_2$ is the partial link structure of the objects in history $h_2$.

The following is a short text related to 911-attack from CNN. It meets $u_1$’s interest and $u_2$’s interest on object because it shares a lot of objects with $h_1$ and $h_2$. But it does not meet $u_1$’s interest on link structure because its structure and $S_1$ do not have any intersection of links even though they have many common objects, and it meets $u_2$’s interest on link structure because its structure and $S_2$ have intersection.

WASHINGTON (CNN) -- Osama bin Laden is the prime suspect in last Tuesday's terrorist attacks in New York and Washington and the United States wants to capture him, President Bush said Monday.

Speaking with reporters after a Pentagon briefing on plans to call up reserve troops, Bush offered some of his most blunt language to date when he was asked if he wanted bin Laden dead.

"I want justice," Bush said. And there's an old poster out West I recall, that said, 'Wanted, Dead or Alive.'"


When a user wants to read the texts that contain a special link structure, previous methods probably recommend the texts that share a part of objects with the link structure. In fact, objects are mutually influenced through links. For example, if a user is interested in George Bush and already read several texts about Iraq war, then it is reasonable to presume that the user is interested in Saddam’s activities in Iraq war as well. This association influence should be considered in the interest model.

This paper proposes an angle-based interest model (AIM) with two kinds of angles and the complex angles combined by the angles for accurate text recommendation.

2. Related work

There are several relevant text recommendation techniques that build various kinds of user models.
The content-based recommendation methods can extract features from content and then recommend texts with similar features. The vector space model represents text as a vector and calculates the similarity between the vectors [20, 26, 31]. The components in a vector are words or phrases and the weights of the components usually are \( \text{if-idf} \) values. The topic model analyses the term distributions (e.g., PLSI and LDA) and obtains embedded topics. There are some other content-based methods, e.g., Newsjunkie defines the information novelty to recommend texts with new stories [4].

The collaborative filtering methods can provide personalized service for a user based on the behaviors of similar users. Some methods recommend texts based on the rating of texts from other similar users [2, 9]. Some methods predicate user behaviors probabilistically based on the user’s historical behaviors (e.g., click distribution) [6, 19, 32]. Collaborative filtering works well when the overlap between user behaviors is relatively high and the interests are relatively stable. So it is widely used in item recommendation on shopping website, like Amazon. Some researchers design hybrid methods to combine content-based recommendation and collaborative filtering [17, 30].

The context-aware text recommendation considers the context information [40], e.g., time or location [5]. Context information is usually attached to the interested concepts or interested topics. The context-aware text recommendation enriches the information around interests.

The above techniques do not differentiate multiple angles of interests, especially the interest on link structure. Another work similar to the angle-based interest is faceted navigation. Faceted navigation segments texts into pieces and organizes the pieces into facets [38, 42]. Each facet represents one aspect of the meaning of content. The pieces in a facet may come from different texts. Text recommendation based on angle interest and faceted navigation both classifies contents. The difference includes two aspects: (1) text recommendation based on angle interest concerns user while faceted navigation concerns text. (2) Faceted navigation can help narrow user interest while browsing, but it does not recommend the content of particular facets to particular user.

3. Interest model

Our interest model consists of the following angles of interest.

1. Pattern. Reading was regarded as a process of identifying objects and mapping them into a semantic image in mind [27]. One basic process of reading is to identify objects first and then establish the links between the objects. This is in line with the following phenomenon: a reader with a particular interested in some objects usually searching the objects in the text quickly without comprehensive reading, and a reader usually tends to read more closely if the reader is interested in a link structure (e.g., a specific event).

   (1) Object. Object is the simplest pattern. An object maybe physical, e.g., a person, a place, or an abstract object. An object is normally indicated by a noun or noun phrase (no stop words) because they directly reflect objects while other types of words render objects. But not all nouns or noun phrases indicate objects. In real application, a list of non-meaningful nouns can help select the nouns that represent object. Wikipedia is useful to identify the names of objects, especially when the name is a noun phrase. We do not use WordNet because it is weak in identifying noun phrase. In the following, a word represents an object as well as meaningful noun (or noun phrase) if there is no special statement.

   (2) Link structure of objects. A link structure represents a kind of co-occurrence of a set of objects and the links between objects. For example, if a reader is interested in a link “Churchill — Hitler”, then a text that contains the common activities of Churchill and Hitler in WWI meets the interest, and texts that separately introduce the activities of Churchill and Hitler in WWII do not meet the interest. In searching, a user inputs two keywords, \( k_1 \) and \( k_2 \), to request the pages matching structure \( k_1 - k_2 \). If a user inputs three keywords, \( k_1, k_2 \) and \( k_3 \), then the input probably implies a structure \( k_1 - k_2 - k_3 - k_1 \).

2. Persistence. People’s interests can be divided into two kinds according to the persistence: long-term interest and short-term interest. The characteristics of long-term and short-term interests are embodied in reading history. This paper considers a reading history as a sequence of texts that have been confirmed by reading behaviors like clicking hyperlinks.

   If a user is interested in a pattern for a period of time, the user normally has two kinds of behaviors in the period: One is to read the texts related to the objects in the pattern, and the other is to be inclined to read the texts whose core meanings concern the pattern. So a common characteristic of the short-term interest and the
long-term interest is that they satisfy the **accumulation assumption** — the degree of interest on a pattern increases with two factors: (1) the number of texts containing the pattern in reading history, (2) the rank of the pattern in each text. In spite of other factors, if object $a$ and object $b$ have the same times of appearance in a reading history, and $a$ has higher rank than $b$, then $a$ is more likely to be interested.

On the contrary, the words that appear in many texts of a reading history are very likely to indicate the interested pattern. There are three main kinds of the words: (1) stop word, which is ignored in the paper, (2) the words that indicate the interests, and (3) the words that are suitable in many situations because of the general meanings, e.g., "people", "thing". The third kind of words may disturb the discovery of the interests. Most words of the third kind are not recognized as objects according to the list of non-meaningful nouns. Ignoring the third kind of words does not influence discovering interest from reading history. One reason is that the number of the third kind of words is relatively small. Another key reason is that a user is normally not interested in a word of the third kind without being interested in the other words of the second kind. For example, if a user is interested in an airplane crash event, because most news on the event contains the sentences like “… people died …”, then “people” appears many times in the reading history. But there must be other related words that can indicate the interest, such as "airplane", etc.

The key different characteristics of short-term interest and long-term interest are the distributions of the appearance of the interested pattern in reading history.

1. **Short-term interest (SI)** indicates the inconstant and fast-changing interest. So the short-term interests are reflected by the patterns in the texts of recent reading history. The short-term interest satisfies a **proximity distribution assumption** — a pattern is very likely to be short-term interested if it appears in a condense way in the recent texts of the reading history, and the more a pattern is close to the current time, the more representative the pattern is for the short-term interest. A descending function is applied to describe the assumption.

2. **Long-term interest (LI)** indicates the persistent interest that lasts for a relatively long time. The long-term interested patterns appear in a wide range of the reading history if the history lasts for a relatively long time. Every time a pattern appears in the reading history, it indicates that, in the time around the appearance, the texts concerning the pattern meet the user’s interest to a certain degree. So, a user has a longer time being interested in a pattern if the pattern appears in two separated texts compared with appearing in two adjacent texts. Fixing the number of texts containing a pattern, the evener distribution the pattern has in the reading history, the longer time the pattern is being interested. So the long-term interest satisfies **wide distribution assumption** — the pattern that a person is long-term interested in is widely distributed in the reading history. Considering two patterns with the same times of appearances, the pattern that is evenly distributed in the whole range of the reading history should be greater long-term interested than the pattern that is concentrated within a small range of the reading history. A distributing coefficient is designed to support the assumption. The details of distributing coefficient are presented in appendix B.

There are two other characteristics of the long-term and the short-term interest: (1) One interest can be long-term and short-term at the same time. For example, if a person is long-term and short-term interested in an object, the object should not only appear in recent texts of the reading history, but also be widely distributed in the whole range of the reading history. (2) Long-term and short-term interests can be transformed into each other. A short-term interest transforms into long-term if it comes to the person’s mind from time to time, and a long-term interest transforms into short-term if it is recalled and appeared in recent texts.

The above four kinds of interests can be combined into four basic angles of interest as follows: (1) **short-term object interest**, (2) **long-term object interest**, (3) **short-term link interest**, and (4) **long-term link interest**. Each basic angle establishes a criterion for selecting the recommended texts.

Based on the four basic angles, one complex angle can be described as a combination of the basic angles. For example, a user who adores Justin Bieber for a long time wants to know some affairs he or she does not know, a text meets the interest if (1) the text involves Justin Bieber that is a long-term interested object, and (2) the affairs are new for the system user, which means the link structure of Justin Bieber and other objects is neither short-term nor long-term interested. In this case, the user has a complex angle aiming at the texts that match the new link structures containing the long-term interested objects. Meeting the complex angle implies (1) meeting the long-term object interest, (2) not meeting the short-term link interest, and (3) not meeting the long-term link interest. So the complex angle is combined by the second, the third and the fourth basic angles.
4. Extracting Interest model from Texts

4.1. Methods

Our idea is to extract the data structure that represents the interest from the texts in reading history through a text scanning mechanism considering the following points:

1. Simulating human reading features to emerge interest

Link is a way to emerge interest in reading. On one hand, a link can increase the possibility of generating a new interest from an existing interest. For example, if a user is interested in US president Bush and has read some texts on Bush and Bin Laden, then the user is likely to be interested in Bin Laden as well. The text scanning mechanism can simulate the association process in human reading process. On the other hand, people generate impressions on the objects in text, and then knit the impressions together through association to understand the text [41]. Association can enhance the impressions of the linked objects. For example, if a user has read some texts on Romeo and Juliet, the impression on Romeo will be enhanced when Juliet appears, and vice versa.

The text scanning mechanism is introduced in appendix A.

2. The data structure for calculating the angles of interest

We use a weighted graph to record and calculate interests, where the nodes indicate the objects and the undirected edges indicate the associations. Each node or edge has two weights: the short-term weight representing the degree of short-term interest on the node or edge and the long-term weight representing the degree the long-term interest.

The interest graph is dynamically constructed with the growth of reading history. The graph is not large because the limited number of existing nouns or noun phrases (in English, there are about 2000 commonly-used nouns or noun phrases).

The scanning of each text in reading history enriches the interest graph as shown in Fig. 2. The objects and edges are extracted from each text and added to the graph if they have not appeared before. The calculation of the short-term weight considers accumulation assumption and proximity distribution assumption. The calculation of the long-term weight considers accumulation assumption and wide distribution assumption. After scanning one text, the previous weights will be updated. The update process takes the incoming text as input and needs not to re-calculate the previous texts in the reading history. Given an object (or edge) in the interest graph before scanning the incoming text, if the incoming text contains the object (or edge), the weights of the object (or edge) obtained from the incoming texts are accumulated onto the previous weight during the update process. The two weights of each node or each edge separately represent the degree of the short-term interest and the long-term interest on the node or the edge. Greater weight reflects stronger short-term interest or long-term interest.

The construction of the interest graph and the calculation of the weights are presented in appendix B.
text scanning. The nodes and edges in interest graph are enriched with the scanning. The dotted arrows denote notes. The solid arrows denote the construction and the update of the interest graph. The dotted boxes denote the enriching processes.

The nodes with relatively great short-term (or long-term) weights in the interest graph indicate the short-term (or long-term) interested objects. The degree of a text meeting the short-term (or long-term) object interest is determined by the intersection between the objects in the interest graph and the objects in the text as shown in Fig. 3. There are three attributes of the intersection: the size of the intersection, the short-term (or long-term) weights of the objects in the intersection, and the times of the appearance of the common objects in the text (one object may appear multiple times in the text).

A variable, node match degree, is used to measure the degree of a text meeting the short-term (or long-term) object interest. The calculation of node match degree considers the three attributes. If the short-term (or long-term) weight is considered as the second attribute, the node match degree measures the degree of the short-term (or long-term) object interest. So a text has two node match degrees with an interest graph. High node match degree means stronger interest on object.

The details of the node match degree are presented in appendix C.1.

Fig. 3. The matching of the objects in a text and an interest graph. The circle nodes denote objects. The dotted curves denote “equal to” relationships and indicate the match between the objects in the interest graph and the words in the text. One object in the interest graph may appear many times in the text.

The interest on link structure is reflected by the nodes and the edges. The link connects two nodes to form a basic unit. A link structure consists of multiple basic units. The degree of the short-term (or long-term) link interest on a text is determined by the overlap between the basic units in the interest graph and the basic units in the text as shown in Fig. 4. A basic unit appears in a text if there is at least one sentence containing the two nodes. There are three attributes of the overlap. The first is the number of the basic units in the overlap. The second is the edges’ short-term (long-term) weights of the basic units in the overlap. Because there may be multiple sentences in the text containing one basic unit, the third attribute is the times of the appearance of the common basic units in the text.

We use an edge match degree to measure the degree of a text meeting the short-term (or long-term) link interest. If the short-term (or long-term) weight is considered as the second attribute, the edge match degree measures the degree of short-term (or long-term) link interest. So a text has two edge match degrees with an interest graph. High edge match degree means stronger interest on link structure.

The details of edge match degree are presented in appendix C.2.
3. Recommendation mechanism

The recommendation mechanism ranks the candidate texts by combining the four basic angles.

Each basic angle corresponds to a rank of texts. For a complex angle combined by \( k \) basic angles and the \( k \) basic angles correspond to \( k \) ranks, a text has a rank array \( RA \) that consists of \( k \) components corresponding to the \( k \) locations of the text in the \( k \) ranks, denoted as \( RA = (r_1, r_2, \ldots, r_k) \).

One rank array can be transformed into one value (Integrated rank, \( Ir \)) by multiplying a coefficient vector \( CV = (c_1, c_2, \ldots, c_k) \) where \( c_1 + c_2 + \ldots + c_k = 1 \) and \( c_1, c_2, \ldots, c_k \) are within \([0, 1]\). It is calculated by equation (1),

\[
Ir = CV \times RA = \sum_{j=1}^{k} c_j \times r_j
\]

(1)

Then the unread texts can be ranked based on the integrated rank. Notice that the integrated rank may not be integer. The default value of \( CV \) is \((1/k, 1/k, \ldots, 1/k)\). The coefficients in coefficient vector can be adjusted by user for more precise service. The recommendation mechanism saves the used settings of the coefficient vectors for future use.

The following gives two typical complex angles that can be handled by the recommendation mechanism.

(1) The angle that concerns the new information on the short-term interested objects. For example, a user was interested in US economy history and read some texts on Franklin Roosevelt’s economy policies. Then, the user is likely to generate interest in Roosevelt (object). Then the user tends to know more about Roosevelt’s other aspects except economy like his activities in WWII. There are two aspects of meaning in the angle: a) “new” means the high-rank texts should not concern economy, which is handled by “Low node match degree with long-term weight”, and b) “short-term interested objects” means the high-rank texts should concern Roosevelt, which is handled by “High node match degree with short-term weight”. Therefore, the complex angle is combined by the short-term object interest and the long-term object interest.

(2) The angle that concerns the new link structure containing the long-term interested objects. For example, a user who has a long-term interest in David Beckham wants to know more information that the user does not know. Meeting the complex angle implies: a) meeting the long-term object interest, handled by “High node match degree with long-term weight”, b) not meeting the short-term link interest, handled by “low edge match degree with short-term weight”, and c) not meeting the long-term link interest, handled by “low edge match degree with long-term weight”.

4.2. System Architecture

The system contains the following components: (1) an interface that monitors user behaviors, (2) a reading history record base, (3) a text scanning mechanism for scanning user’s reading history, (4) an interest calcula-
tion mechanism that calculates the interest graph, (5) a recommendation mechanism that recommends texts from the external text repository, and (6) an external text repository that gathers texts from the Internet. Fig. 5 shows the system architecture.

The following are two typical application scenarios of the system.

Scenario 1. The effect of switching link interest to object interest. The user has recently read some news on the retirement of NBA player Kobe Bryant and sets the angle as the short-term object interest. The coefficient vector is (1, 0, 0, 0) as shown in the controllers in Fig. 6 (a). The recommended pieces of news concern other aspects of information on Kobe as well as the retirement event as shown in Fig. 6 (a). If the user wants to focus on the retirement event, he or she can adjust the angles to the short-term link interest by setting the coefficient vector as (0, 1, 0, 0), the recommended pieces of news only concern the retirement event as shown in Fig. 6 (b).

Scenario 2. The effect of switching short-term interest to long-term interest. The user in this scenario often reads the news on NBA team Warriors in last year and read some news on team Spurs in recent days. If the user sets the coefficient vector as (1, 0, 0, 0), the recommended text are related to Spurs as shown in Fig. 6 (c). If the user wants to avoid the influence of recent reading behaviors and obtain information on the objects with long-term interest, he or she can adjust the coefficient vector to (0, 0, 1, 0). The recommended texts are shown in Fig. 6 (d).

Scenario 3. A user does not know the interest angles, for example he/she does not know what is the short-term object interest and what is long-term object interest. The system can let the user know the angles he/she is potentially interested in by displaying the basic angles of interest. User can view, select and add his/her angles, and thereafter he/she can operate his/her potential angles.

Fig. 5. The system architecture. The dotted lines denote the match between the candidate texts and the interest graph. The basic angles can combine into multiple complex angles based on different coefficient vectors.
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Recommendation mechanism
We apply the angle-based interest model to text recommendation to evaluate its effectiveness.

**5. Experiments**

We apply the angle-based interest model to text recommendation to evaluate its effectiveness.

**Experiment 1. The experiments on basic angles.**

**Purpose.** This experiment is to demonstrate that the interest model can effectively recommend text according to the basic angles.

**Dataset and preprocessing.** The texts in real reading history normally come from various angles and the texts meeting one angle account for a small proportion of reading history. So using real user historic data has two limitations if one angle is tested: the real data may not reflect the angle we want to test and the texts recommended according to one angle have big difference with the real historic data. Therefore we manually design reading histories and appropriate texts for each angle. The texts come from the following two datasets.

1. **Data-Test 1.** The data are the news from DUC 2005, 2006 and 2007. In the data, texts are divided into topics. The texts about a topic are selected from different newspapers or websites. We randomly choose 50 topics and 500 texts. Each topic contains 10 texts.

2. **Data-Test 2.** The data are gathered from the Internet (mostly from the links in Wikipedia pages). The texts are related to George W. Bush and Saddam. Data-Test 2 contains 5 sets of texts that satisfy: (1) Bush and Saddam are not linked in the link structures of the texts in the first 4 sets. (2) Bush and Saddam are closely linked in the link structures of the texts in the fifth set.
**Baselines.** There are three baseline methods. The first is a content-based recommendation method (*CBM*) which uses keyword-based vector space model [31]. Based on *CBM*, the second baseline method (*Time-CBM*) takes time into consideration to make a targeted comparison by multiplying each word’s weight with the descending function. The third baseline method (*Dis-CBM*) takes distribution into consideration by multiplying each word’s weight with the word’s distributing coefficient.

**Procedure.** For each angle, the experiment contains the following four steps: (1) set a reading history in which the texts reflect the angle, (2) set a group of ideal texts that meet the angle based on the reading history, (3) use the angle-based interest model to get the recommended texts, (4) compare the match ratios between the ideal texts and the recommended texts. Match ratio (MR) is designed as following, match ratio = the number of the recommended texts in ideal result / the number of recommended texts.

Fig. 7 shows the results. More detailed experiments are presented in appendix D.

The results show that the angle-based interest model outperforms the baselines. The advantage is not great when the recommended text according to object interest because the object angle is similar to the angle of previous text recommendation models. The advantage is great when the recommend text according to the link interest.

**Experiment 2. The experiments on complex angles.**

**Purpose.** The experiments is to test the effectiveness of the angle-based interest model handling complex angles (we select the angle that concerns the new information on the short-term interested objects and the angle that concerns the new link structure containing the long-term interested objects).

**Dataset.** Data-Test 1 and Data-Test 2.

**Procedure. The following is the procedure:**

1. Set a reading history in which the texts reflect the angle.
2. Set a group of ideal texts that meet the angle based on the reading history.
3. Set coefficient vector as default values.
4. Use the angle-based interest model to get the recommended texts.
5. Compare the ideal texts and the recommended texts.
6. Change the coefficient vector and go to (4).

The details of the experiments are shown in appendix E. The results show that the angle-based interest model is effective to handle the two complex angles. The recommended texts can correctly change with the coefficient vector.

**Experiment 3. The experiment on real world data**

**Purpose.** The experiment demonstrates that the basic angles have real requirements and taking them into consideration can improve the effectiveness of text recommendation.

**Dataset and preprocessing.** Yahoo news dataset is used as real world data in which each record stores an anonymous user’s click stream on the news. The data is preprocessed as following:

1. Remove the click streams less than 50 news.
2. Remove the click streams on which the recommendation effect is not improved while incorporating the short-term link interest and long-term link interest. The reason of the second preprocess is that not every user
have the interest on the link structure. Our interest model is useful as long as it can improve partial data. There are 373 click streams and 2270 different news after preprocess.

**Baselines.** We integrate the basic angles with two commonly used methods: content-based recommendation method (CBM) [31] and collaborative filtering method (CFM) [21]. The integrated methods are listed as following (SO stands for short-term object interest, LO stands for long-term object interest, SP stands for short-term link interest, LP stands for long-term link interest).

**CBM - 1:** 100% news from CBM.

\begin{align*}
(CBM + AIM) - 2: & \quad \frac{1}{\mu} \text{ news from } SO + \frac{1}{\mu} \text{ news from } LO + \text{ rest news from } CBM. \\
(CBM + AIM) - 3: & \quad \frac{1}{\mu} \text{ news from } SP + \frac{1}{\mu} \text{ news from } LP + \text{ rest news from } CBM. \\
(CBM + AIM) - 4: & \quad \frac{1}{2\mu} \text{ news from } SO + \frac{1}{2\mu} \text{ news from } LO + \frac{1}{2\mu} \text{ news from } SP + \frac{1}{2\mu} \text{ news from } LP + \text{ rest news from } CBM.
\end{align*}

**CFM - 1:** 100% news from CFM.

\begin{align*}
(CFM + AIM) - 2: & \quad \frac{1}{\mu} \text{ news from } SO + \frac{1}{\mu} \text{ news from } LO + \text{ rest news from } CFM. \\
(CFM + AIM) - 3: & \quad \frac{1}{\mu} \text{ news from } SP + \frac{1}{\mu} \text{ news from } LP + \text{ rest news from } CFM. \\
(CFM + AIM) - 4: & \quad \frac{1}{2\mu} \text{ news from } SO + \frac{1}{2\mu} \text{ news from } LO + \frac{1}{2\mu} \text{ news from } SP + \frac{1}{2\mu} \text{ news from } LP + \text{ rest news from } CFM.
\end{align*}

**Procedure.** For one click stream, we consider the first 80% news as the reading history and the rest 20% news as the target news. The target news and 500 irrelevant texts form the unread text pool. For each method, the top 10, 20, and 30 news are recommended from the unread text pool. If the number of recommended news is not an integer, a rounding up value is taken.

The results are shown in Table 1.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Top 10</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F</td>
<td>P</td>
<td>R</td>
<td>F</td>
<td>P</td>
<td>R</td>
<td>F</td>
</tr>
<tr>
<td><strong>CBM - 1:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBM - 1</td>
<td>0.327</td>
<td>0.156</td>
<td>0.211</td>
<td>0.272</td>
<td>0.259</td>
<td>0.265</td>
<td>0.221</td>
<td>0.315</td>
<td>0.26</td>
</tr>
<tr>
<td>(CBM + AIM) - 2:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(CBM + AIM) - 2</td>
<td>0.325</td>
<td>0.154</td>
<td>0.209</td>
<td>0.281</td>
<td>0.257</td>
<td>0.268</td>
<td>0.244</td>
<td>0.337</td>
<td>0.283</td>
</tr>
<tr>
<td>(CBM + AIM) - 3:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(CBM + AIM) - 3</td>
<td>0.382</td>
<td>0.178</td>
<td>0.243</td>
<td>0.302</td>
<td>0.268</td>
<td>0.284</td>
<td>0.249</td>
<td>0.351</td>
<td>0.291</td>
</tr>
<tr>
<td>(CBM + AIM) - 4:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(CBM + AIM) - 4</td>
<td>0.372</td>
<td>0.171</td>
<td>0.234</td>
<td>0.309</td>
<td>0.294</td>
<td>0.301</td>
<td>0.277</td>
<td>0.396</td>
<td>0.326</td>
</tr>
<tr>
<td><strong>CFM - 1:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CFM - 1</td>
<td>0.338</td>
<td>0.161</td>
<td>0.218</td>
<td>0.277</td>
<td>0.232</td>
<td>0.253</td>
<td>0.223</td>
<td>0.319</td>
<td>0.262</td>
</tr>
<tr>
<td>(CFM + AIM) - 2:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(CFM + AIM) - 2</td>
<td>0.341</td>
<td>0.162</td>
<td>0.22</td>
<td>0.283</td>
<td>0.264</td>
<td>0.27</td>
<td>0.26</td>
<td>0.371</td>
<td>0.306</td>
</tr>
<tr>
<td>(CFM + AIM) - 3:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(CFM + AIM) - 3</td>
<td>0.366</td>
<td>0.172</td>
<td>0.234</td>
<td>0.291</td>
<td>0.277</td>
<td>0.284</td>
<td>0.258</td>
<td>0.369</td>
<td>0.304</td>
</tr>
<tr>
<td>(CFM + AIM) - 4:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(CFM + AIM) - 4</td>
<td>0.358</td>
<td>0.17</td>
<td>0.231</td>
<td>0.298</td>
<td>0.284</td>
<td>0.291</td>
<td>0.269</td>
<td>0.384</td>
<td>0.316</td>
</tr>
</tbody>
</table>

Table 1 indicates the following points.

1. Because the integrated methods can improve the performance, so the interest on object and the interest on the link structure exist in users’ needs, and the angles can be effectively handled by the angle-based interest model.

2. When the top 10 news are recommended, the advantages of (CBM + AIM) - 4 and (CFM + AIM) - 4 to the baselines are not great; but the advantages become greater when a bigger range is set (top 20, top 30). It indicates that, with the expanding of the range, incorporating the interest on object and the interest on link structure can provide more needed texts compared with CBM -1 and CFM - 1.

3. Compared with the baselines, (CBM + AIM) - 3 and (CFM + AIM) - 3 have greater advantages than (CBM + AIM) - 2 and (CFM + AIM) - 2 at the range of top 10. It indicates that incorporating the interest on link structure gives greater improvement than incorporating the interest on object while recommending a few texts. The improvement becomes weak with the expanding of the range. A reasonable explanation is that the interest on link structure appears less frequently than the interest on object.
Experiment 4. The experiment on the coefficients

**Purpose.** This experiment is to test the performance of the angle-based interest model when key coefficients change.

**Dataset.** Data-Test 1 and Data-Test 2.

**Procedure.** The experiments in experiment 1 are re-conducted by given different values of the coefficients. The details of the experiments are shown in Appendix F.

6. Conclusion

This paper proposes an interest model with two kinds of angles: persistence and pattern. It has the following characteristics:

1. It can distinguish the four basic angles of interest from a user’s reading history.
2. The interest on object and interest on link structure are required by users. Incorporating the two angles is helpful to improve the effectiveness of text recommendation, and the interest on link structure appears less frequently than the interest on object.
3. It is better than the baseline methods while recommending texts according to the interest on object. The advantage is not great because the interest on object and the angle are similar to previous methods.
4. It is much better than the baseline methods while recommending texts according to the interest on link structure. The advantage is great especially while recommending a few texts. This is because previous methods do not consider the interest on link structure.
5. It can handle the complex angles. The effectiveness on the two typical complex angles (especially it is effective when the coefficient vector changes) strongly supports its effectiveness on the complex angles.

The matching according to the interest on link structure makes the content of recommended texts similar to the content of a reading history compared with the matching according to the interest on object. The matching can be closer, e.g., taking every three or more objects and their edges as one basic unit of link structure. But more similar matching does not always improve the effect of recommendation. Experiments show that the interest on link structure appears less frequently than the interest on object. If we use more similar matching, seldom texts can match with the reading history which makes the recommendation useless. On the other hand, text recommendation implies two characteristics: the recommended texts should be interested, and the information in the recommended texts should be more or less fresh. The two characteristics reflect two extremes. If only the first characteristic is emphasized, the recommendation is redundant, and if only the second characteristic is emphasized, the recommendation is irrelevant. More similar matching is inclined to emphasize the first characteristic.

Future researches include three aspects: (1) In addition to news-scale text, we will test the model on other types of text. (2) We will incorporate more angles into our model. (3) We will consider a semantics-rich pattern. (4) We will make use of the multi-dimensional resource space model to establish a multi-dimensional interest model [33]. The proposed model can also be extended to be a component of the semantic lens for personalization applications like summarization in the multi-dimensional cyber-physical society [11, 27, 37, 43, 44].
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Appendix A. Text Scanning Mechanism

The text scanning mechanism (HTSM) scans one text sentence by sentence and simulates the impression propagation process in association as shown in Fig. 8.

While scanning the $k^{th}$ sentence,
1. Two ranges are set: the global range which is from the first sentence to the $k^{th}$ sentence and the local range which is around the $k^{th}$ sentence ($k \pm D, D$ is the local size).
2. There are two kinds of relevancies between the words. (1) The global relevancy between two words $w_1$ and $w_2$, denoted as $GR_k(w_1, w_2)$, represents the relevancy between the two words in the global range while scanning the $k^{th}$ sentence. It is measured by the number of sentences containing $w_1$ and $w_2$ in the global range. (2) The local relevancy between two words $w_1$ and $w_2$, denoted as $LR_{k,D}(w_1, w_2)$, represents the relevancy between the two words in the local range while scanning the $k^{th}$ sentence. It is calculated by equation (2) and (3).

$$LR_{k,D}(w_1, w_2) = \min(N_{k,D} + 1) \times GR_k(w_1, w_2) \quad (2).$$

$$N_{k,D} = \begin{cases} 
\frac{\text{NumS}_{k-1,D}(w_1, w_2)}{\log_e(\text{NumS}_{k-1}(w_1, w_2))} & \text{if } k \in [D+1, N-D) \\
1 & \text{if } k \in [1, D) \\
\frac{\text{NumS}_{k-D,D}(w_1, w_2)}{\log_e(\text{NumS}_{k-D}(w_1, w_2))} & \text{if } k \in [N-D+1, N] 
\end{cases} \quad (3).$$

where $N_{k,D}$ denotes the ratio of local relevancy and global relevancy; $\text{NumS}_{k}(w_1, w_2)$ denotes the number of sentences containing $w_1$ and $w_2$ from the $x^{th}$ sentence to the $y^{th}$ sentence; $\text{Min}()$ is a function that returns the smaller value; and $r$ is an integer. The values of the coefficients in equation (2) and (3) are discussed in [41].

3. A local word network (LWNk) is built. The nodes are the words in the local range. The edges are built if the two words appear in a common sentence within the local range. An edge’s weight is its local relevancy. A node’s weight represents local word impression (LWI) of the word.

Association process is simulated in the network. The amount of propagated impression from node $a$ to node $b$ is determined by two factors: (1) the amount of impression that $a$ passes out, and (2) the ratio between the local relevancy between $a$ and $b$ and the local relevancy between $a$ and other neighbors.

The association process is performed as following. While scanning $k^{th}$ sentence, for a word $w$ in $k^{th}$ sentence, HTSM adds a weight to $w$’s local word impression; $w$ reserves a partial weight and propagates the rest to the neighbor nodes; the neighbors that receive weight do the propagation as well. The weight propagated through nodes is calculated by equation (4).

$$PW_{i \rightarrow j} = \begin{cases} 
(1-1/\omega) \times \frac{\sum_j LR_{k,D}(i, j)}{LR_{k,D}(i, j)} & \text{if } PW(i) > MIN \\
0 & \text{if } PW(i) \leq MIN 
\end{cases} \quad (4).$$

In equation (4), $j$ denotes a neighbor node of $i$, $PW(i \rightarrow j)$ denotes the propagated weight from $i$ to $j$; $LR_{k,D}(i, j)$ denotes the local relevancy between $i$ and $j$ after scanning the $k^{th}$ sentence. $MIN$ is a threshold that the propagated weight lower than $MIN$ will be ignored. $\omega$ is a ratio that a word keeps $1/\omega$ weight and propagates $(1-1/\omega)$ weight to its neighbors. $\omega$ is set as 2.
Appendix B. Data Structures for Extracting Interest from Texts

An interest graph consists of a set of nodes that are the objects appeared in the reading history and a set of edges between the nodes. If there is impression propagated between two nodes, the graph contains an edge between the two nodes.

The calculation of short-term weight considers accumulation assumption and proximity distribution assumption.

1. Accumulation assumption requires to the ranks of the objects and the links in one text. If relatively great amount of impression is propagated through an object or a link, the object or the link is significant for understanding the meaning of the text and thusly has high rank. We give two concepts as following to measure the rank of object or link. One is impression throughput amount ($ITA$). Impression throughput amount of an object in a text is the sum of impression propagated through the corresponding word $w$ after scanning the text. It is calculated by equation (5),

$$ITA_T(w) = \sum_i \sum_j PW_{T,i}(w \rightarrow w_j)$$  \hspace{1cm} (5),

where $T$ denotes a text, $w$ and $w_j$ denote two words in $T$, $w_j$ is the $j^{th}$ neighbor word that receives impression from $w$, $ITA_T(w)$ denotes the $ITA$ of $w$ in $T$, $PW_{T,i}(w \rightarrow w_j)$ denotes the weight propagated from $w$ to $w_j$ while scanning $i^{th}$ sentence in $T$ by using HTSM.

The other concept is impression flow amount ($IFA$). Impression flow amount of a link in a text is the sum of impression propagated between the corresponding two words after scanning the text. It is calculated by equation (6),

$$IFA_T(w_1,w_2) = \sum PW_{T,j}(w_1 \rightarrow w_2) + \sum PW_{T,j}(w_2 \rightarrow w_1)$$  \hspace{1cm} (6),

where $w_1$ and $w_2$ denote two words in $T$, $T$ denotes a text, $IFA_T(w_1,w_2)$ denotes the $IFA$ between $w_1$ and $w_2$ in $T$, $PW_{T,j}(w_1 \rightarrow w_2)$ denotes the weight propagated from $w_1$ to $w_2$ while scanning $j^{th}$ sentence in $T$ by using HTSM.

If a user decides to read a text, the objects or the links with high rank in the text are very likely to be the interested things. However the objects and the links with high ranks do not always reflect a user’s interests. For example, a user reads a text describing 911-attack and the user is only interested in the actions of New York fire brigade, then the information on the terrorists does not meet the user’s interest even though the information has high rank in the text. So the $ITA$ or $IFA$ in a single text cannot be directly used to measure the degree of interest. The problem can be handled by considering a reading history instead of a single text. Even though an interested pattern does not have high rank in one text, it must be distributed in other texts in the reading history. So the $ITA$ (or $IFA$) of an object (or a link) in a reading history are extended from a single value to an $ITA$ array (or $IFA$ array). The components in the array are the $ITA$/$IFA$ values of
the object/link in each text of the reading history. Then the proximity distribution assumption and wide distribution assumption can be applied on the arrays.

(2) A descending function is applied to implement proximity distribution assumption. The nodes appear in recent texts are assigned with relatively high weights. Other typical functions are discussed in the experiments.

According to accumulation assumption and proximity distribution assumption, the ITAs (or IFAs) of an object (or link) are summed up following a descending trend started from the current time. Given a reading history: \( T_1, T_2 \ldots T_{SIZE} \), where \( T_1 \) is the text most close to the current time, give two linked nodes \( n_1 \) and \( n_2 \), the short-term weight of the edge between \( n_1 \) and \( n_2 \) is calculated by equation (7) and (8),

\[
SWE(n_1, n_2) = \sum_{k=1}^{SIZE} \Omega(k)^* ITA_{n_1} (n_1, n_2)
\]

\[
\Omega(k) = \frac{2}{1 + \lambda^{k-1}} \quad \lambda > 1
\]

where \( k \) denotes the \( k^{th} \) text in the reading history. \( SWE(n_1, n_2) \) denotes the short-term weight of the edge between \( n_1 \) and \( n_2 \) in the interest graph. \( \Omega(k) \) is within \([0, 1]\). \( \Omega(k) \) is a decreasing function that the decreasing speed of \( \Omega(k) \) becomes slow when time lasts. The value of \( \lambda \) is set as \( 1.15 \). The values of \( \lambda \) are discussed. And \( \Omega(k) \) is compared with other typical functions in the experiments. Similarly, the short-term weight of a node \( p \) is calculated by equation (9),

\[
SWV(p) = \sum_{k=1}^{SIZE} \Omega(k)^* ITA_{n_1} (p)
\]

where \( SWV(p) \) denotes the short-term weight of \( p \) in the interest graph.

The calculation of the long-term weight considers accumulation assumption and wide distribution assumption. Here, the accumulation assumption is the same with the accumulation assumption in the calculation of the short-term weight.

According to wide distribution assumption, a variable (distributing coefficient, \( DC \)) is designed to measure the degree of a word being evenly distributed in a reading history. The calculation of distributing coefficient takes an ITA (or IFA) array as input. For an array that consists of positive value or 0, distributing coefficient measures the degree of the positive values being evenly distributed. Two factors of ITA/IFA array are considered: (1) the consecutive zero sequences, and (2) the consecutive non-zero sequences. For example, in an array \((2, 4, 0, 0, 5, 3, 2, 0, 0, 0, 3, 4)\), the three sequences containing the underlined values are two consecutive non-zero sequences and the rest two sequences are two consecutive zero sequences. The positive values are evenly distributed if the number of the consecutive zero and non-zero sequences is relatively big and the lengths of the sequences are relatively small. Two concepts are given to describe the two kinds of sequences. One is gap array \((GA)\). For an array \( Q \) that consists of positive values and 0, the gap array of \( Q \) is an array \((g_1, g_2, g_3 \ldots g_m)\) where \( g_i \) denotes the number of 0 in the \( i^{th} \) consecutive zero sequence in \( Q \). \( GA(Q, i) \) denotes the \( i^{th} \) element in the gap array of \( Q \). The other concept is inverse gap array \((~GA)\). For an array \( Q \) that consists of positive values and 0, the inverse gap array of \( Q \) is an array \((g_1, g_2, g_3 \ldots g_m)\) where \( g_i \) denotes the number of non-zero values in the \( i^{th} \) consecutive non-zero sequence in \( Q \). \( ~GA(Q, i) \) denotes the \( i^{th} \) element in the inverse gap array of \( Q \). For example, given an array \( Q = (85, 42, 0, 0, 0, 0, 33, 0, 101, 0, 0) \), the gap array is \((4, 1, 2)\) and the inverse gap array is \((2, 1, 1)\). \( GA(Q, 2) = 1 \) and \( ~GA(Q, 1) = 2 \). If all values in \( Q \) are not 0, the gap array is \((0)\); if all values in \( Q \) are 0, the inverse gap array is \((0)\). Then the distributing coefficient of an array \( Q \) is calculated by equation (10),

\[
DC(Q) = \log_{a}((\sum_{i} (GA(Q, i))^m + \sum_{j} (~GA(Q, j))^n) / N^n)
\]

where \( m > n > 1, 0 < a < 1, N \) is the number of components in \( Q \). \( a \) is a coefficient. The default values of \( m, n \) and \( a \) are 3, 2 and 0.6. The values of \( m, n \) and \( a \) are discussed in the experiments. Because the distributing coefficient is to depict the degree of positive values being evenly distributed, gap array play more important role in
the calculation than inverse gap array which leads to \( m > n \). The distributing coefficient grows if the number of the sequences increases or the length of the sequences decreases.

Based on the distributing coefficient, two words’ degrees of being evenly distributed can be compared as following. Given an \( \text{ITA} \) or \( \text{IFA} \) array \( A_q \) of node (or edge) \( q \) and an \( \text{ITA} \) or \( \text{IFA} \) array \( A_q \) of node (or edge) \( q \), if \( \text{DC}(A_q) \) is greater than \( \text{DC}(A_q) \), the distribution of \( p \) is evener than the distribution of \( p \). For example, given two nodes \( p \) and \( q \), \( p \)’s \( \text{ITA} \) array is \( A_q \): \((85, 42, 40, 0, 0, 0, 0, 20, 33, 0, 101, 0) \), \( q \)’s \( \text{ITA} \) array is \( A_q \): \((0, 42, 40, 0, 0, 85, 0, 0, 20, 33, 0, 101, 0) \) which is obtained by exchanging the first and the 6\(^{th} \) element in \( A_q \). \( \text{DC}(A_q) \approx 4.84 \) and \( \text{DC}(A_q) \approx 7.92 \). So the distribution of \( q \) is evener than the distribution of \( p \).

Based on the distribution coefficient and accumulation assumption, the long-term weights of the nodes and the edges are calculated as following. Given a reading history — \( T_1, T_2, \ldots, T_{\text{SIZE}} \), where \( T_1 \) is most close to the current time, let \( \text{Array}_{\text{ITA}}(p) \) be node \( p \)’s \( \text{ITA} \) array, \( \text{Array}_{\text{ITA}}(p) = (\text{ITA}_1(p), \text{ITA}_2(p), \ldots, \text{ITA}_{\text{SIZE}}(p)) \), and \( \text{DC}(\text{Array}_{\text{ITA}}(p)) \) be the distributing coefficient of \( \text{Array}_{\text{ITA}}(p) \), the long-term weight of \( p \) is calculated by equation (11),

\[
\text{LWV}(p) = \text{DC}(\text{Array}_{\text{ITA}}(p)) \times \sum_{k=1}^{\text{SIZE}} \text{ITA}_k(p)
\]

where \( \text{DC}(\text{Array}_{\text{ITA}}(p)) \) reflects wide distribution assumption and \( \sum \text{ITA}_k(p) \) reflects accumulation assumption. Similarly, the long-term weight of edge \( e = (n_1, n_2) \) is calculated by equation (12),

\[
\text{LWV}(n_1, n_2) = \text{DC}(\text{Array}_{\text{IFA}}(n_1, n_2)) \times \sum_{k=1}^{\text{SIZE}} \text{IFA}_k(n_1, n_2)
\]

**Appendix C. Match Degrees with Interest Model**

**C.1 Node match degree**

Assuming \( L \) is an interest graph and \( t \) is a text, \( Z \) is the intersection between the objects in \( L \) and the objects in \( t \), the match degree according to the interest on object is calculated by equation (13),

\[
\text{NMD}_{t,L} = \frac{1}{N} \sum_{i=1}^{\text{num}} (T(n_i) \times \text{wv}_L(n_i))
\]

where \( \text{NMD}_{t,L} \) denotes the node match degree between \( t \) and \( L \); \( N \) denotes the number of sentences in \( t \); \( n_i \) denotes the \( i^{th} \) element in \( Z \); \( T(n_i) \) denotes the frequency of \( n_i \) in \( t \); if \( \text{NMD}_{t,L} \) measures the degree of the short-term object interest, then \( \text{wv}_L(n_i) \) denotes the short-term weight of \( n_i \) in \( L \); if \( \text{NMD}_{t,L} \) measures the degree of the long-term object interest, then \( \text{wv}_L(n_i) \) denotes the long-term weight of \( n_i \) in \( L \). The time complexity of the calculation is \( O(M \times N) \). \( M \) is the number of nodes in \( L \); \( N \) is the number of object in \( t \). It is a polynomial time complexity.

In equation (13), \( N \) is divided to avoid that a text has high node match degree just because it is long enough to cover many words.

**C.2 Edge match degree**

Assuming \( L \) is an interest graph, \( t \) is a text, and \( I \) is the intersection between the objects in \( L \) and the objects in \( t \), the match degree according to the interest on link structure is calculated by equation (14),

\[
\text{EMD}_{t,L} = \frac{1}{N} \sum_{j=1}^{\text{num}-1} \sum_{i=1}^{\text{num}} (T(n_i, n_j) \times \text{we}_L(n_i, n_j))
\]

where \( \text{EMD}_{t,L} \) is the edge match degree between \( t \) and \( L \); \( n_i \) and \( n_j \) denote the \( i^{th} \) and \( j^{th} \) object in \( I \); if \( \text{EMD}_{t,L} \) measures the degree of short-term link interest, then \( \text{we}_L(n_i, n_j) \) denotes the short-term weight of \( (n_i, n_j) \) in \( L \); if \( \text{EMD}_{t,L} \) measures the degree of long-term link interest, \( \text{we}_L(n_i, n_j) \) denotes the long-term weight of \( (n_i, n_j) \) in \( L \); if \( n_i \) and \( n_j \) are not linked in \( L \), \( \text{we}_L(n_i, n_j) = 0 \); \( N \) denotes the number of sentences in \( t \); \( T(n_i, n_j) \) denotes the number of sentences in \( t \) containing \( n_i \) and \( n_j \); \( \text{num} \) denotes the number of elements in \( I \). The time complex-
ity of the calculation is \( M^*N^* + \text{num}^*2 + \text{num}^*2*S = O(M^*N^*S) \). \( M \) is the number of nodes in \( L \). \( N \) is the number of object in \( t \). \( S \) is the number of sentences in \( t \). It is a polynomial time complexity.

In equation (14), \( N \) is divided to avoid that a text has high edge match degree just because it is long enough to cover many basic units.

**Appendix D. Experiments on Basic Angles.**

**D.1 Experiments on the interest on object**

**D.1.1 Experiment on short-term object interest**

This experiment is to demonstrate that the angle-based interest model can recommend texts according to the node match degree with short-term weight.

From **Data-Test** 1, 20 topics are chosen and grouped into four sets — \( \text{set}_1 \), \( \text{set}_2 \), \( \text{set}_3 \) and \( \text{set}_4 \). Each set has 5 topics. 4 texts are randomly chosen from each topic. So 20 texts are chosen from one set and can be considered as a partial reading history with a random order. Four partial reading histories are obtained from the four sets and further merge into a whole reading history one after another as: \( \text{set}^{20}_1 \rightarrow \text{set}^{20}_2 \rightarrow \text{set}^{20}_3 \rightarrow \text{set}^{20}_4 \) (total 80 texts in the whole reading history). \( \text{set}^m_i \) \((k=1, 2, 3, 4)\) denotes the \( k \)th partial reading history that contains \( m \) texts. In the whole reading history, the texts in \( \text{set}^m_i \) are most recently read; the texts in \( \text{set}^{20}_i \) are read before \( \text{set}^m_i \), and so on. An interest graph can be obtained by scanning the whole reading history.

In the chosen 20 topics, 2 texts are chosen from the rest texts of each topic (total 40 texts). In the 40 texts, the texts from \( \text{set}_i \) should be most relevant to the reading history according to the short-term object interest; the texts from \( \text{set}_i \) should be second most relevant, and so on. In the other 30 topics, 3 texts are chosen from each topic (total 90 texts). The 90 texts are not relevant to the reading history. The 130 (40+90) texts form a testing set. The node match degree with short-term weight between each text in the testing set and the interest graph is calculated. The texts with the first \( i \) node match degrees are recommended \((i = 10, 20, 30, 40 \text{ or } 50)\).

To test the stability, the experiment is performed three times with different orders of the texts in the partial reading histories — denoted as \( \text{Order}_1 \), \( \text{Order}_2 \) and \( \text{Order}_3 \). The order of the partial reading histories does not change. Table 2 shows the experimental results where one value means the number of texts in the intersection between the texts with the first \( i \) node match degrees and the texts in the left set of the row. The values in the row "other" mean the number of the recommended texts not in \( \text{set}_1 \), \( \text{set}_2 \), \( \text{set}_3 \) or \( \text{set}_4 \).

The ideal results are: when \( i = 10 \), there are 10 recommended texts from \( \text{set}_1 \); when \( i = 20 \), there are 10 recommended texts from \( \text{set}_1 \) and 10 recommended texts from \( \text{set}_3 \), and so on.

<table>
<thead>
<tr>
<th>( \text{Order}_1 )</th>
<th>( i=10 )</th>
<th>( i=20 )</th>
<th>( i=30 )</th>
<th>( i=40 )</th>
<th>( i=50 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{set}_4 )</td>
<td>9</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>( \text{set}_3 )</td>
<td>1</td>
<td>5</td>
<td>8</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>( \text{set}_2 )</td>
<td>0</td>
<td>4</td>
<td>7</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>( \text{set}_1 )</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>Other</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>( \text{Order}_2 )</td>
<td>( i=10 )</td>
<td>( i=20 )</td>
<td>( i=30 )</td>
<td>( i=40 )</td>
<td>( i=50 )</td>
</tr>
<tr>
<td>( \text{set}_4 )</td>
<td>8</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>( \text{set}_3 )</td>
<td>2</td>
<td>7</td>
<td>9</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>( \text{set}_2 )</td>
<td>0</td>
<td>3</td>
<td>6</td>
<td>9</td>
<td>10</td>
</tr>
<tr>
<td>( \text{set}_1 )</td>
<td>0</td>
<td>0</td>
<td>4</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td>Other</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>( \text{Order}_3 )</td>
<td>( i=10 )</td>
<td>( i=20 )</td>
<td>( i=30 )</td>
<td>( i=40 )</td>
<td>( i=50 )</td>
</tr>
<tr>
<td>( \text{set}_4 )</td>
<td>8</td>
<td>9</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>( \text{set}_3 )</td>
<td>2</td>
<td>7</td>
<td>9</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>( \text{set}_2 )</td>
<td>0</td>
<td>3</td>
<td>7</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>( \text{set}_1 )</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>Other</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>5</td>
<td>11</td>
</tr>
</tbody>
</table>

Three baseline methods are performed on the same data. Fig. 9 shows the average match ratios of Table 2 and the match ratios of the three baseline methods. The angle-based interest model has weak advantages under different values of \( i \). Table 2 and Fig. 9 demonstrate that the angle-based interest model can effectively recommend texts according to the short-term object interest. On the other hand, in Table 2, most values in one
column satisfy a decreasing trend which means the node match degree with short-term weight decreases when time lasts. It matches the physical meaning of the node match degree.

Fig. 9. The average match ratios of the three orders in Table 2 and the match ratios of the three baseline methods.

D.1.2 Experiment on long-term object interest

This experiment is to demonstrate that the angle-based interest model can recommend texts according to the node match degree with long-term weight.

From Data-Test 1, 32 topics are chosen and are divided into 4 sets — set1, set2, set3, set4. Each set has 8 topics. 9 texts are chosen from one topic. So 72 texts are chosen from one set (total 288 texts from the 32 topics). Each topic in the 32 topics has one text rest. Other32 denotes the rest 32 texts. Beside the 32 chosen topics, there are 18 rest topics in Data-Test 1. 5 target topics are chosen from the 18 topics. In each target topic, the 10 texts are divided into 5 groups. One group has 2 texts. gij denotes the jth group in ith target topic (1<=i<=5, 1<=j<=5). The sets and the groups form four partial reading histories as following (PRH stands for partial reading history):

\[ \text{PRH}_1 = \text{RandomOrder}(\text{set}_1, g_{1,1}, g_{1,2}, g_{1,3}, g_{1,4}, g_{1,5}), \]
\[ \text{PRH}_2 = \text{RandomOrder}(\text{set}_2, g_{1,2}, g_{2,2}, g_{2,3}, g_{2,4}, g_{2,5}), \]
\[ \text{PRH}_3 = \text{RandomOrder}(\text{set}_3, g_{1,3}, g_{3,2}, g_{3,3}, g_{3,4}, g_{3,5}), \]
\[ \text{PRH}_4 = \text{RandomOrder}(\text{set}_4, g_{1,4}, g_{4,2}, g_{4,3}, g_{4,4}, g_{4,5}). \]

Function \text{RandomOrder()} arranges the input texts into a random sequence. Then we merge the four partial reading histories into one whole reading history one after another as: \text{PRH}_1 \rightarrow \text{PRH}_2 \rightarrow \text{PRH}_3 \rightarrow \text{PRH}_4. The main objects in the 5 target topics are distributed in the whole reading history. So the objects in the 5 target topics are the long-term interested objects. An interest graph is obtained by scanning the whole reading history. According to the long-term object interest, the 10 texts from g1,2,5, g3,5, g4,5 and g5,5 are the ideal results, denoted as G. Other32 is a comparative group. The texts in Other32 are relevant to the whole reading history, but do not meet the long-term object interest because the main objects in Other32 concentrate in one partial reading history. Other30 denotes 130 texts from the rest 13 topics. The texts in Other30 are not relevant to the whole reading history. The node match degree with long-term weight between the interest graph and each text in \( G \cup \text{Other32} \cup \text{Other30} \) is calculated. The experiment is performed three times through rerunning \text{RandomOrder()} to get different orders of the four partial reading histories. Table 3 shows the experimental results. In Table 3, no matter \( i = 10 \) and \( i = 20 \), the values in row “G” are greater than the values in rows “Other32” and “Other30”. Table 4 shows the average match ratios of Table 3 and the match ratios of the three baseline methods. When \( i = 10 \), the ideal set is G. The angle-based interest model is a little better than \text{Dis-CBM} \text{ and much better than } \text{CBM and time-CBM}. Table 3 and Table 4 demonstrate that the angle-based interest model can effectively recommend texts according to the long-term object interest.

Table 3. The experimental results on the node match degree with long-term weight.

<table>
<thead>
<tr>
<th>Order1</th>
<th>( i = 10 )</th>
<th>( i = 20 )</th>
<th>Order2</th>
<th>( i = 10 )</th>
<th>( i = 20 )</th>
<th>Order3</th>
<th>( i = 10 )</th>
<th>( i = 20 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>7</td>
<td>9</td>
<td>G</td>
<td>8</td>
<td>10</td>
<td>G</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>Other32</td>
<td>3</td>
<td>9</td>
<td>Other32</td>
<td>2</td>
<td>8</td>
<td>Other32</td>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>Other30</td>
<td>0</td>
<td>2</td>
<td>Other30</td>
<td>0</td>
<td>2</td>
<td>Other30</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

(a) (b) (c)
Table 4. The average match ratios of Table 3 and the match ratios from the three baseline methods.

<table>
<thead>
<tr>
<th></th>
<th>Our model</th>
<th>CBM</th>
<th>Time-CBM</th>
<th>Dis-CBM</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i=10$</td>
<td>16.7%</td>
<td>30%</td>
<td>20%</td>
<td>60%</td>
</tr>
</tbody>
</table>

D.2 Experiments on the interest on link structure

Data-Test 2 is used in the experiments. Data-Test 2 consists of two parts. The texts in part1 are relevant to George W. Bush and the texts in part2 are relevant to Saddam. part1 is divided into 5 sets respectively on 5 aspects of Bush — the education and family background ($set_{1,1}$), campaigning president ($set_{1,2}$), tax reduce policy ($set_{1,3}$), 911 attack and Afghanistan war ($set_{1,4}$), and Iraq war ($set_{1,5}$). part2 is divide into 5 sets respectively on 5 aspects of Saddam — the young ($set_{2,1}$), rise to power ($set_{2,2}$), political and cultural image ($set_{2,3}$), Iran-Iraq war ($set_{2,4}$), and Iraqi war ($set_{2,5}$). $set_{3,j}$ denotes the $j$th set of part 3. Each set in part1 and part2 contains 15 texts. $text_{i,j,k}$ denotes the $k$th text in the $j$th set of part $i$. $i$ is an integer within [1, 2]; $j$ is an integer within [1, 5]; $k$ is an integer within [1, 15]. $set_{1,5}$ and $set_{2,5}$ describe the same event and thusly match similar link structures. Then we merge part1 and part2 into one part by putting together $text_{1,j,k}$ and $text_{2,j,k}$ into one text. $text_{2,j,k}$ is after $text_{1,j,k}$. ($j$ changes from 1 to 5 and $k$ changes from 1 to 15). 5 new sets of texts are obtained after merging — $set_{1,5}$, $set_{2,5}$, $set_{3,5}$, $set_{4,5}$ and $set_{5,5}$. Each set contains 15 texts and each text is relevant to Bush and Saddam. In the following experiments, $set_{a}$ denotes $m$ texts randomly chosen from $set_{a}$.

D.2.1 Experiment on short-term link interest

This experiment is to demonstrate that the angle-based interest model can recommend texts according to the edge match degree with short-term weight.

A reading history with 80 texts is built from Data-Test 2 as following: $Others_{50} \rightarrow RandomOrder(set^{10}_{3}) \rightarrow RandomOrder(set^{10}_{4}) \rightarrow RandomOrder(set^{10}_{5})$. The texts from $set^{10}_{i}$ are most close to the current time. $Others_{50}$ denotes 50 texts from the Internet that are irrelevant with Data-Test 2 and the 50 texts are irrelevant with each other. An interest graph is obtained by scanning the reading history.

A testing set (total 45 texts) is built that contains (1) $set_{3,5}$, $set_{4,5}$ and $set_{5,5}$ which respectively denote the rest texts from $set_{3}$, $set_{4}$ and $set_{5}$ (total 15 texts), (2) the 15 texts in $set_{1}$ and (3) the 15 texts in $set_{2}$. $i$ texts are recommended from the testing set according to the short-term link interest. When $i = 5$, the ideal set is $set_{5}^{5}$; when $i = 10$, the ideal set is $set_{5}^{5} \cup set_{4}^{5}$; when $i = 15$, the ideal set is $set_{5}^{5} \cup set_{4}^{5} \cup set_{3}^{5}$.

To demonstrate that the node match degree with short-term weight is not suitable for recommending texts according to the short-term link interest, the node match degree with short-term weight between each text in the testing set and the interest graph is calculated. The texts with the first $i$ node match degrees are recommended ($i = 5, 10, 25$). The results are shown in Table 5 (a) which are quite different from the ideal results. The reason is that the short-term weights of the two nodes — “Bush” and “Saddam” — are much higher than other nodes because they appear many times recently. Any text containing “Bush” and “Saddam” many times has high node match degree with short-term weight. So the texts in $set_{3}$ or $set_{4}$ have high node match degrees with short-term weight, but the texts do not meet the short-term link interest.

Table 5. The experimental results on the edge match degree with short-term weight.

<table>
<thead>
<tr>
<th></th>
<th>$i=5$</th>
<th>$i=10$</th>
<th>$i=15$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$set_{1}$</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>$set_{2}$</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>$set_{3}^{5}$</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>$set_{4}^{5}$</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>$set_{5}^{5}$</td>
<td>1</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>

(a)

<table>
<thead>
<tr>
<th></th>
<th>$i=5$</th>
<th>$i=10$</th>
<th>$i=15$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$set_{1}$</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$set_{2}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$set_{3}^{5}$</td>
<td>0</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>$set_{4}^{5}$</td>
<td>1</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>$set_{5}^{5}$</td>
<td>4</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

(b)

<table>
<thead>
<tr>
<th></th>
<th>$i=5$</th>
<th>$i=10$</th>
<th>$i=15$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$set_{1}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$set_{2}$</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$set_{3}^{5}$</td>
<td>0</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>$set_{4}^{5}$</td>
<td>2</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>$set_{5}^{5}$</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
</tbody>
</table>

(c)

<table>
<thead>
<tr>
<th></th>
<th>$i=5$</th>
<th>$i=10$</th>
<th>$i=15$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$set_{1}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$set_{2}$</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$set_{3}^{5}$</td>
<td>0</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>$set_{4}^{5}$</td>
<td>1</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>$set_{5}^{5}$</td>
<td>4</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

(d)
The edge match degrees with short-term weight between the texts in the testing set and the interest graph are calculated. The texts with the first \( i \) \((i = 5, 10, 25)\) edge match degrees are recommended. The experiment is performed three times by rerunning RandomOrder(). The orders of texts in one set are different and the order of sets \((\text{set}^{10}_1 \rightarrow \text{set}^{10}_2 \rightarrow \text{set}^{10}_3)\) remains stable. The results are shown in Table 5 (b), (c), (d). The results satisfy that the most recommended texts belong to the ideal sets when \( i = 5, 10, 15 \). So the angle-based interest model can effectively recommend the texts matching the short-term link interest.

Fig. 10 shows the average match ratios of Table 5 (b), (c), (d) and the match ratios of the three baseline methods. The match ratios from the angle-based interest model are much better than the baseline methods. So the angle-based interest model is much more effective than the baseline methods for recommending text according to the short-term link interest.

D.2.2 Experiment on long-term link interest

This experiment is to demonstrate that the angle-based interest model can recommend texts according to the edge match degree with long-term weight. 

\( \text{set}_b \) denotes 150 texts from the Internet that are irrelevant with Data-Test 2 and the 150 texts are irrelevant with each other. Five partial reading histories are obtained as following:

\[
\begin{align*}
\text{PRH}_1 &= \text{RandomOrder} (\text{set}^{20}_6, \text{set}^{5}_1, \text{set}^{25}_2), \\
\text{PRH}_2 &= \text{RandomOrder} (\text{set}^{20}_6, \text{set}^{10}_2, \text{set}^{5}_2), \\
\text{PRH}_3 &= \text{RandomOrder} (\text{set}^{20}_6, \text{set}^{10}_3, \text{set}^{5}_3), \\
\text{PRH}_4 &= \text{RandomOrder} (\text{set}^{20}_6, \text{set}^{10}_4, \text{set}^{5}_4), \\
\text{PRH}_5 &= \text{RandomOrder} (\text{set}^{20}_6, \text{set}^{10}_4, \text{set}^{5}_5),
\end{align*}
\]

\( \text{set}^{5}_1, \text{set}^{5}_2, \text{set}^{25}_2 \) denote different sets of texts in different partial reading histories. Then the five partial reading histories are merged into one whole reading history as \( \text{PRH}_1 \rightarrow \text{PRH}_2 \rightarrow \text{PRH}_3 \rightarrow \text{PRH}_4 \rightarrow \text{PRH}_5 \). The texts in \( \text{PRH}_5 \) are most close to the current time. An interest graph is obtained by scanning the whole reading history. A testing set is build that contains the rest 50 texts from \( \text{set}_b \) and the rest 25 texts from \( \text{set}_1 \cup \text{set}_2 \cup \text{set}_3 \cup \text{set}_4 \cup \text{set}_5 \). According to the whole reading history, the texts in \( \text{set}_1 \) match the long-term interested link structure because the texts in \( \text{sets} \) are most evenly distributed. Compared with \( \text{set}_5 \), \( \text{set}_1 \) and \( \text{set}^{20}_6 \) match the long-term interested link structure more close because the texts in \( \text{set}_1 \) appear in \( \text{PRH}_1 \) and \( \text{PRH}_4 \). i texts are recommended from the testing set. When \( i = 5 \), the ideal set is the 5 texts from \( \text{set}_1 \) in the testing set; when \( i = 10 \), the ideal set is the 10 texts from \( \text{set}_1 \cup \text{set}_1 \) in the testing set; when \( i = 25 \), the ideal set is the 25 texts from \( \text{set}_1 \cup \text{set}_1 \cup \text{set}_1 \cup \text{set}_1 \cup \text{set}_1 \) in the testing set.

To demonstrate that the node match degree with long-term weight is not suitable for recommending texts according to the long-term link interest, the node match degree with long-term weight between each text in the testing set and the interest graph is calculated. The texts with the first \( i \) node match degrees are recommended \((i = 5, 10, 25)\). The results are shown in Table 6 (a) which are quite different from the ideal results. The reason is that the long-term weights of the two nodes — “Bush” and “Saddam” — are much higher than other nodes. Any text containing “Bush” and “Saddam” many times has high node match degree with long-term weight.

Table 6. The experimental results on the edge match degree with long-term weight.

![Fig. 10. The average match ratios of the three orders in Table 5 and the match ratios of the three baseline methods.](image-url)
The edge match degrees with long-term weight between the texts in the testing set and the interest graph are calculated. The texts with the first \( i (i = 5, 10, 25) \) edge match degrees are recommended. The experiment is performed three times by rerunning \( \text{RandomOrder()} \). The order of partial reading histories remains stable. The results are shown in Table 6 (b), (c), (d). When \( i = 5 \), the most recommended texts belong to \( \text{set}_5 \). When \( i = 10 \), the most recommended texts belong to \( \text{set}_5 \cup \text{set}_1 \). When \( i = 25 \), the most recommended texts belong to \( \text{set}_1 \cup \text{set}_2 \cup \text{set}_3 \cup \text{set}_4 \cup \text{set}_5 \). The results demonstrate that the angle-based interest model can effectively recommend texts according to the long-term link interest.

Fig. 11 shows the average match ratios of Table 6 (b), (c), (d) and the match ratios of the three baseline methods. When \( i = 25 \), the four methods work well because the recommended texts from the four methods are relevant to the reading history. When \( i = 5 \) or 10, the match ratios from the angle-based interest model are much better than the baseline methods. So the angle-based interest model is more effective than the baseline methods for recommending text according to the long-term link interest.

Fig. 11. The average match ratios of the three orders in Table 6 and the match ratios of the three baseline methods.

### Appendix E. Experiments on complex angles

**E.1 Experiment on the angle that concerns the new information on the short-term interested objects**

Data-Test 1 is used. 12 topics are randomly chosen from the 50 topics. \( T^n_m \) denotes the \( n \) texts chosen from the \( m \)th topic. \( T^n_0 \) denotes the texts from \( m \)th topic. Four partial reading histories are obtained as following,

- \( \text{PRH}_1 = \text{RandomOrder}(T^5_1, T^5_2), \)
- \( \text{PRH}_2 = \text{RandomOrder}(T^5_3, T^5_4, T^1_3, T^1_9, T^{10}_2, T^{11}_2), \)
- \( \text{PRH}_3 = \text{RandomOrder}(T^5_3, T^5_4, T^1_3, T^{10}_1, T^{12}_2), \)
- \( \text{PRH}_4 = \text{RandomOrder}(T^5_3, T^5_4, T^5_9, T^{10}_3, T^{12}_2, T^{12}_2). \)

Once a text appears in one partial reading history, it does not appear in another partial reading history. In the partial reading histories, \( T_9 \) and \( T_{10} \) are distributed in \( \text{PRH}_2, \text{PRH}_3 \), and \( \text{PRH}_4; \) \( T_{11} \) is distributed in \( \text{PRH}_2 \).
and PRH3, T12 is distributed in PRH3 and PRH4. The partial reading histories are merged into one whole reading history as: PRH1 \( \rightarrow \) PRH2 \( \rightarrow \) PRH3 \( \rightarrow \) PRH4. The texts in PRH3 are most close to the current time. An interest graph is obtained by scanning the whole reading history. The main objects in T7 and T8 are recently interested objects and do not appear before. So the texts in T7 and T8 meet the angle that concerns the new information on the short-term interested objects.

From T7 to T12, 3 texts are randomly chosen from the rest texts of each topic (total 24 texts). And each topic from T5 to T12 has 3 texts (12 texts). The 36 (24+12) texts form a testing set. According to the combination of the match degrees of the angle that concerns the new information on the short-term interested objects, i.e., \( T_i \) (i = 6, 12) texts are recommended from the testing set. Three different coefficient vectors are set as shown in Table 7 (a), (b) and (c). The experiment is performed three times with three different orders of the partial reading histories. The average values of the results on the three orders are calculated. There are three expectations. (1). If the coefficient vector is the default value in Table 7 (a), the results should mostly belong to T7 and T8 because the texts in T7 and T8 meet the angle most closely. Except T7 and T8, the results should mostly belong to T5, T6 and T12 because the texts in the three topics meet the angle second most closely.

(2). If a user sets the coefficient vector as CV1 in Table 7 (b), the results should be more relevant to the objects in PRH4. So, the results, except T7 and T8, should be more distributed in T5-T12 compared with Table 7 (a). CV1 means the user prefers “short-term interested” to “new”.

(3). If a user sets the coefficient vector as CV2 in Table 7 (c), the results should be more relevant to the objects which are not long-term interested in. So, the results, except T7 and T8, should be more distributed in T1-T6 compared with Table 7 (a). CV2 means the user prefers “new” to “short-term interested”.

The experimental results in Table 7, especially the average values, match the three expectations. So the angle-based interest model is effective to handle the angle that concerns the new information on the short-term interested objects. And the recommended texts correctly change with the coefficient vector.

Table 7. The experimental results on the angle that concerns the new information on the short-term interested objects

<table>
<thead>
<tr>
<th>( (a) ) CV=(0.5, 0.5)</th>
<th>( \text{Order}_1 )</th>
<th>( \text{Order}_2 )</th>
<th>( \text{Order}_3 )</th>
<th>AVG</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1 ( \rightarrow ) T4</td>
<td>6</td>
<td>12</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>T5, T6</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>T6, T8</td>
<td>4</td>
<td>6</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>T7, T10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>T11</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>T12</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>( (b) ) CV=(0.3, 0.7)</td>
<td>( \text{Order}_1 )</td>
<td>( \text{Order}_2 )</td>
<td>( \text{Order}_3 )</td>
<td>AVG</td>
</tr>
<tr>
<td>T1 ( \rightarrow ) T4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>T5, T6</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>T7, T8</td>
<td>3</td>
<td>6</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>T9, T10</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>T11</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>T12</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>( (c) ) CV=(0.7, 0.3)</td>
<td>( \text{Order}_1 )</td>
<td>( \text{Order}_2 )</td>
<td>( \text{Order}_3 )</td>
<td>AVG</td>
</tr>
<tr>
<td>T1 ( \rightarrow ) T4</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>T5, T6</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>T7, T8</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>T9, T10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>T11</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>T12</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

E.2 Experiment on the angle that concerns the new link structure containing the long-term interested objects

Data-Test 2 is used. A whole reading history is formed by merging following partial reading histories one after another. set6 denotes 100 texts from the Internet which are irrelevant with setk (k = 1, 2, 3, 4, 5). And the texts in set6 are irrelevant with each other.

\( \text{PRH}_1=\text{RandomOrder}\ (\text{set}^{10}_6, \text{set}^1) \), \( \text{PRH}_2=\text{RandomOrder}\ (\text{set}^{10}_6, \text{set}^2) \), \( \text{PRH}_3=\text{RandomOrder}\ (\text{set}^{10}_6, \text{set}^3) \), \( \text{PRH}_4=\text{RandomOrder}\ (\text{set}^{10}_6, \text{set}^4) \), \( \text{PRH}_5=\text{RandomOrder}\ (\text{set}^{10}_6, \text{set}^5) \), \( \text{PRH}_6=\text{RandomOrder}\ (\text{set}^{10}_6, \text{set}^6) \).
set^1_0, set^1_1, set^2_2 denotes different sets of texts in different PRHs. Because the texts of set_2 do not appear in the reading history and the main objects in set_1, set_2, set_3, set_4, set_5 and set_6 are similar, the link structure in set_5 is neither short-term nor long-term and contains the long-term interested objects. So the texts in set_5 meet the angle that concerns the new link structure containing the long-term interested objects.

Except the texts in the whole reading history, each set from set_1 to set_4 has 5 rest texts (total 20 texts), plus 10 texts from set_5 and the 30 rest texts from set_6, the 60 texts form a testing set. The first i (i = 10, 20) texts are recommended from the testing set.

In Table 8 (a), the coefficient vector is set as the default value. The ideal results are: (1) If i = 10, the ideal results are the 10 texts in set_1; (2) If i = 20, the recommended texts belong to set_5 and set_6. The reason is that the texts in set_5 satisfy “Low edge match degree with short-term weight” and “Low edge match degree with long-term weight” more close than the texts in other sets. The experiment is performed three times with three different orders of the partial reading histories. The results are shown in Table 8 and match the ideal results.

Then we give different coefficient vectors as CV_1 = (0.2, 0.6, 0.2) and CV_2 = (0.2, 0.2, 0.6). In Table 8 (b), CV_1 emphasizes “Low edge match degree with short-term weight” which means the user wants to ensure the recommended texts do not meet the short-term link interest; CV_2 emphasizes “Low edge match degree with long-term weight” which means the user wants to ensure the recommended texts do not meet the long-term link interest. So the recommended texts should be more distributed in set_3 and set_5 while setting CV_1, and the recommended texts should be more distributed in set_1, set_3, set_5 and set_2 while setting CV_2. Table 8 (b) and (c) show the experimental results which match the above expectations. Therefore the angle-based interest model is effective to handle the angle that concerns the new link structure containing the long-term interested objects. And the recommended texts correctly change with the coefficient vector.

Table 8. The experimental results on the angle that concerns the new link structure containing the long-term interested objects

<table>
<thead>
<tr>
<th>(a) CV = (0.33, 0.33, 0.33)</th>
<th>Order_1</th>
<th>Order_2</th>
<th>Order_3</th>
<th>AVG</th>
</tr>
</thead>
<tbody>
<tr>
<td>i=10</td>
<td>10  20</td>
<td>10  20</td>
<td>10  20</td>
<td>10  20</td>
</tr>
<tr>
<td>set_1</td>
<td>0  0  0</td>
<td>0  0  0</td>
<td>0  0  0</td>
<td>0  0  0</td>
</tr>
<tr>
<td>set_2</td>
<td>1  3  5</td>
<td>1  3  5</td>
<td>1  3  5</td>
<td>1  3  5</td>
</tr>
<tr>
<td>set_3</td>
<td>2  4  6</td>
<td>2  4  6</td>
<td>2  4  6</td>
<td>2  4  6</td>
</tr>
<tr>
<td>set_4</td>
<td>0  2  4</td>
<td>0  2  4</td>
<td>0  2  4</td>
<td>0  2  4</td>
</tr>
<tr>
<td>set_5</td>
<td>8  10 10</td>
<td>8  10 10</td>
<td>8  10 10</td>
<td>8  10 10</td>
</tr>
<tr>
<td>set_6</td>
<td>0  0  1</td>
<td>0  0  1</td>
<td>0  0  1</td>
<td>0  0  1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(b) CV_1 = (0.2, 0.6, 0.2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>i=10</td>
</tr>
<tr>
<td>set_1</td>
</tr>
<tr>
<td>set_2</td>
</tr>
<tr>
<td>set_3</td>
</tr>
<tr>
<td>set_4</td>
</tr>
<tr>
<td>set_5</td>
</tr>
<tr>
<td>set_6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(c) CV_2 = (0.2, 0.2, 0.6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>i=10</td>
</tr>
<tr>
<td>set_1</td>
</tr>
<tr>
<td>set_2</td>
</tr>
<tr>
<td>set_3</td>
</tr>
<tr>
<td>set_4</td>
</tr>
<tr>
<td>set_5</td>
</tr>
</tbody>
</table>

Appendix F. Experiments on coefficients

F.1 Experiment on the descending function in calculating the short-term weight

This experiment is to evaluate the performance of the angle-based interest model while setting different λ in equation (8) and compares Ω(λ) with other typical functions. λ is tested from 1.0 to 4 step 0.1. The values of λ out of the range lead to low and unstable performance. λ is set within different areas as shown in Fig. 12. For each value of λ, one match ratio on the node match degree with short-term weight and one match ratio on the edge match degree with short-term weight are obtained through conducting the two experiments on short-term
object interest and short-term link interest. The results are shown in Fig. 12. When $1.1 < \lambda \leq 1.2$, the results are better than others. But there is not a certain value of $\lambda$ in $[1.1, 1.2]$ that can always achieve best performance while facing different orders of the partial reading histories.

![Fig. 12. The match ratios by setting different $\lambda$. The match ratios on the node match degree with short-term weight come from the experiment on short-term object interest. The match ratios on the edge match degree with short-term weight come from the experiment on short-term link interest.](image)

Two typical functions are compared with $\Omega(k)$. One is a linear function: $1-(k-1)/\text{SIZE}$; the other is an exponential function: $e^{-(k-1)}$. Fig. 13 shows the experimental results that demonstrate $\Omega(k)$ is better than the two functions.

![Fig. 13. The match ratios on the node match degree with short-term weight and the edge match degree with short-term weight by using different functions. The horizontal axis represents the match ratios on the node match degree with short-term weight. The vertical axis represents the match ratios on the edge match degree with short-term weight.](image)

**F.2 Experiment on the coefficients in calculating the distributing coefficient**

The experiment is to test the performance of the angle-based interest model while setting different $m$, $n$ and $\alpha$ in equation (10). Because $\alpha$ does not influence the comparison between the arrays on even distribution, $m$ and $n$ are firstly tested.

The $\text{ITA/IFA}$ array in the calculation of the distributing coefficient can be equivalently considered as 0-1 array. 300 0-1 arrays are randomly generated as a group of testing data. Each array contains $n_c$ components. If two arrays can hardly be intuitively compared because of the similar distribution, one of the two arrays is removed. $\text{number_remain}$ arrays are obtained and get an ideal rank by intuitively comparing the even distribution of the arrays. On the other hand, a rank is obtained by calculating and comparing the distributing coefficients of the $\text{number_remain}$ arrays. Given two arrays $c$ and $d$, if $c$ is before $d$ in the ideal rank and $c$ is after $d$ in the calculated rank, or the opposite, then $(c, d)$ is a wrong pair. Assuming the number of wrong pairs is $w_p$, the match ratio of the distributing coefficient ($\text{MR}_{\text{DC}}$) is defined as equation (15),

$$\text{MR}_{\text{DC}} = \frac{w_p \times 2}{(\text{number\_remain} - 1) \times \text{number\_remain}}$$

For certain $m$ and $n$, the process is performed 6 times (First time, $n_c = 50$, second time, $n_c = 100$, third time $n_c = 150$, 4th time $n_c = 200$, 5th time $n_c = 250$, 6th time $n_c = 300$) to get the average $\text{MR}_{\text{DC}}$ as shown in Fig. 14. $m$
and $n$ change from 1 to 8 step 1. When $m=3$ and $n=2$, $\text{MR}_{\text{DC}}$ is better than others. When $m \leq n$, $\text{MR}_{\text{DC}}$ are relatively low.

Fig. 14. The average match ratios of the distributing coefficient when $m$ and $n$ change. The vertical axis represents the match ratios of the distributing coefficient. The horizontal axis represents $n$. Each curve represents a value of $m$.

Given $m=3$ and $n=2$, different values of $\alpha$ are tested as shown in Fig. 15. When $\alpha$ is around 0.6, the match ratios of the node match degree with long-term weight and the match ratios of the edge match degree with long-term weight are relatively high. The horizontal axis represents $\alpha$. The vertical axis represents the match ratios while performing the two experiments on long-term object interest and long-term link interest.

Fig. 15. The match ratios when $\alpha$ changes. The match ratios on the node match degree with long-term weight come from the experiment on long-term object interest. The match ratios on the edge match degree with long-term weight come from the experiment on long-term link interest.