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Abstract—Autonomic systems manage their own behaviour in accordance with high-level goals. This paper presents a brief outline of challenges related to Autonomic Computing due to uncertainty in the operational environments, and the role that models@run.time play in meeting them. We argue that the existing progress in Autonomic Computing can be further exploited with the support of runtime models. We briefly discuss our ideas related to the need to understand the extent to which the high-level goals of the autonomic system are being satisfied to support decision-making based on runtime evidence and, the need to support self-explanation.

1. Background

As systems become more interconnected and diverse, software designers and architects are less able to anticipate and design interactions among components, and therefore they are not able to offer an a priori model to specify the system’s dynamic behaviour and architecture. Such issues are left to be solved at runtime [1]. The expected result is that systems will become too large and complex for even the most skilled professionals to install, configure, optimize, and maintain. It will be virtually impossible to make timely, decisive responses to the rapid stream of conflicting and changing demands. Systems are increasingly expected to change themselves and self-react to continue to ensure their expected behaviour.

Autonomic Computing has emerged as the solution to the situation described above. An autonomic system is capable of self-management and able to monitor and analyze its runtime behaviour to make decisions on its own, and manage its behaviour according to high-level goals [2]. However, before end users and system administrators can take the benefits of autonomic computing for granted, researchers need to overcome different obstacles in designing them and understanding their behaviour.

2. Synergy between Autonomic Computing and models@run.time: experiences

Traditional software automation and adaptation techniques usually require an a priori model for a system’s dynamic behaviour. Under the uncertainty present in current and future scenarios, this model is difficult to define and labour-intensive to maintain, and tends to get out of date due to architecture decay. Modern approaches, such as “models@runtime” [1], do not necessarily require defining the system’s behaviour model beforehand. Instead, it can involve different techniques such as machine learning, or mining software component interactions from system execution traces to build a model which is in turn used to analyze, plan, and execute adaptations [3], and synthesize emergent software on the fly [4]. Autonomic Computing and runtime models can be used together to support the new paradigm needed to break the boundary between design time and runtime [5]. Models would not be just design artefacts but would continue to live and evolve at runtime according to changes while the system is running. Autonomic Computing can provide the intelligent support needed during runtime to update and evolve the runtime models.

Uncertainty will inevitably provoke emergent behaviour that is not expected as it has not been foreseen previously. A crucial issue to be tackled by an autonomic system is its ability to continuously quantify the deviation between the behaviour exposed and the behaviour expected, which is dictated by its high-level goals, based on collection and evaluation of new evidence [6]. The system would therefore be goal-aware. According to how large the deviation gap is, the autonomic system should decide to take corrective actions or, to flag that an abnormal situation is happening. Appraisal of new evidence by the running system will improve its judgement while performing decision-making.

In [6], [7], [8], we have proposed ways to use techniques such as Bayesian learning to collect runtime evidence, and therefore inform and update runtime models accordingly, enhancing the judgement and decision-making process of the system. We have used the concept of Bayesian surprise [9] to measure how observed data modify, during runtime, previous assumptions of the world. The notion of Bayesian surprise specifically measures the divergence between prior and posterior distributions given evidence observed, and which will be used to quantify the size of the gap between the behaviour targeted by the goals of the autonomic system and the behaviour exposed. The final result is a better-informed decision making by enabling the re-appraisal and
update of the runtime models according to evidence gathered from the operational environment. We have shown how new evidence could imply that design-time assumptions are not valid anymore. The role of Bayesian surprises is to offer support to flag these situations. Among others, the techniques we are developing will enable the autonomic system to (i) temporarily and autonomously “relax” requirements and face unanticipated but transient environmental conditions which could trigger unnecessary actions [10], (ii) disclose conflicts between non-functional requirements and support reasoning about these conflicts based on the new knowledge obtained during execution. The newly acquired knowledge, which may have been impossible to know before runtime, provides a better understanding of the operating environment by the running system [6].

Another well-known problem with autonomic systems is that users may not understand them due to the emergent behaviour. The difficulty in predicting the system’s behaviour means that the system may surprise its customers and/or developers. Such a lack of understanding compromises the trust by end users and can end in situations where they cease to use a system [11]. Because its behaviour is emergent, an autonomic system needs to promote confidence in its end users and it needs to resolve any surprise. The latter can only be attained if an autonomic system is also capable of self-explanation [12]. In the context of goal-awareness, the technique for quantifying the gap is based on a runtime goal model and qualitative and quantitative reasoning about how the organisation of the goal-based model changes over time [13] and its impact on the architecture of the system and vice versa. Additional research challenges worth exploring includes how best to present explanations, which essentially consist of a trace of system behaviour, in our case a sequence of operations applied to the runtime goal models and/or architecture models [14]. We need to incorporate techniques such as artificial intelligence, machine learning, optimization, planning, decision theory, emergent behaviour analysis, and bio-inspired computing into our systems while retaining the ability to reason about system behaviour and provide explanation with respect to the goals and requirements of the system. To produce these required techniques, there are plenty of lessons to learn from research communities such as ICAC and models@run.time.

3. Concluding Remarks

This short paper highlights synergies between autonomic systems and models@run.time. This short paper is also a call for more mutual awareness and recognition. The communities behind runtime models, software engineering, and autonomic systems should work in a cooperative way to further investigate means for conceiving autonomic software systems that users trust and understand. How do we put in contact all these communities to work together towards a common goal? This is a big challenge!
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